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About	the	BITAG	

The	Broadband	Internet	Technical	Advisory	Group	(BITAG)	is	a	non-profit,	multi-
stakeholder	organization	focused	on	bringing	together	engineers	and	technologists	in	a	
Technical	Working	Group	(TWG)	to	develop	consensus	on	broadband	network	
management	practices	and	other	related	technical	issues	that	can	affect	users’	Internet	
experience,	including	the	impact	to	and	from	applications,	content	and	devices	that	utilize	
the	Internet.	

The	BITAG’s	mission	includes:	(a)	educating	policymakers	on	such	technical	issues;	(b)	
addressing	specific	technical	matters	in	an	effort	to	minimize	related	policy	disputes;	and	
(c)	serving	as	a	sounding	board	for	new	ideas	and	network	management	practices.	Specific	
TWG	functions	also	may	include:	(i)	identifying	“best	practices”	by	broadband	providers	
and	other	entities;	(ii)	interpreting	and	applying	“safe	harbor”	practices;	(iii)	otherwise	
providing	technical	guidance	to	industry	and	to	the	public;	and/or	(iv)	issuing	advisory	
opinions	on	the	technical	issues	germane	to	the	TWG’s	mission	that	may	underlie	disputes	
concerning	broadband	network	management	practices.	

The	BITAG	Technical	Working	Group	and	its	individual	Committees	make	decisions	
through	a	consensus	process,	with	the	corresponding	levels	of	agreement	represented	on	
the	cover	of	each	report.	Each	TWG	Representative	works	towards	achieving	consensus	
around	recommendations	their	respective	organizations	support,	although	even	at	the	
highest	level	of	agreement,	BITAG	consensus	does	not	require	that	all	TWG	member	
organizations	agree	with	each	and	every	sentence	of	a	document.	The	Chair	of	each	TWG	
Committee	determines	if	consensus	has	been	reached.	In	the	case	there	is	disagreement	
within	a	Committee	as	to	whether	there	is	consensus,	BITAG	has	a	voting	process	with	
which	various	levels	of	agreement	may	be	more	formally	achieved	and	indicated.	For	more	
information	please	see	the	BITAG	Technical	Working	Group	Manual,	available	on	the	BITAG	
website	at	www.bitag.org.	

BITAG	TWG	reports	focus	primarily	on	technical	issues,	especially	those	with	the	potential	
to	be	construed	as	anti-competitive,	discriminatory,	or	otherwise	motivated	by	non-
technical	factors.	While	the	reports	may	touch	on	a	broad	range	of	questions	associated	
with	a	particular	network	management	practice,	the	reports	are	not	intended	to	address	or	
analyze	in	a	comprehensive	fashion	the	economic,	legal,	regulatory	or	public	policy	issues	
that	the	practice	may	raise.		BITAG	welcomes	public	comment.	Please	feel	free	to	submit	
comments	in	writing	via	email	at	comments@bitag.org.		
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Executive	Summary	
The	Internet	is	composed	of	interconnected	networks,	each	having	its	own	architecture	
and	technical	characteristics.	The	data	transmitted	across	these	networks	is	formatted	as	
packets	containing	information	payloads	encapsulated	within	one	or	more	headers,	which	
in	turn	provide	the	information	needed	by	networks	to	deliver	the	packets	to	their	
destinations.	As	these	packets	travel	across	networks,	they	contend	with	other	packets	for	
network	resources.	Contention	can	occur	at	any	point	where	two	or	more	packets	can		
compete	for	a	resource	at	the	same	time.	The	simplest	way	to	handle	such	requests	would	
be	on	a	first	come,	first	served	basis	(also	known	as	First	In	First	Out,	or	FIFO).	In	practice,	
however,	network	operators	make	many	exceptions	to	FIFO,	using	the	packet	header	
information	to	classify	packets	into	flows	and	treating	those	flows	differently,	for	example	
rearranging	the	order	or	the	timing	with	which	packets	are	sent,	or	sending	them	along	
different	network	paths.		

Differentiated	treatment	of	Internet	Access	Service	traffic	has	been	a	subject	of	debate	and	
regulatory	scrutiny.	In	February	2015,	the	Federal	Communications	Commission	(FCC)	
adopted	Open	Internet	rules	that	address	paid	prioritization	as	well	as	other	topics	[1].	
This	report	touches	on	a	broad	range	of	questions	associated	with	differentiation,	but	is	not	
intended	to	address	or	analyze	the	economic,	legal,	regulatory,	or	public	policy	issues	that	
the	differentiated	treatment	of	Internet	access	service	traffic	may	raise,	focusing	instead	on	
the	technical	issues.	

The	ability	to	treat	traffic	differentially	has	been	built	into	Internet	protocols	from	the	
beginning.	The	specifications	for	both	IPv4	and	IPv6	have	included	fields	to	support	traffic	
differentiation	since	their	inception	(initially	IPv4’s	Type	of	Service	or	ToS	field)	to	indicate	
to	routers	the	quality	of	service	desired,	in	terms	of	queuing	precedence	and	routing	
parameters	around	delay,	rate,	and	reliability.	This	was	changed	to	more	generic	service	
descriptions	with	the	definition	of	the	Differentiated	Services	Field,	and	implemented	in	
IPv4	and	IPv6.	Notably,	traffic	differentiation	in	this	sense	has	not	been	implemented	in	
multi-provider	environments,	although	it	is	extensively	used	within	specific	networks.	End	
to	end	deployment would	require	the	harmonization	and	cooperation	of	a	large	number,	if	
not	all,	of	the	relevant	network	operators.			

In	its	broadest	sense,	traffic	differentiation	includes	any	technique	that	classifies	and	
applies	potentially	different	treatment	to	two	or	more	traffic	flows	contending	for	
resources	on	a	network	(a	flow	being	a	group	of	packets	that	share	a	common	set	of	
properties).	Differentiated	treatment	of	network	traffic	is	a	two-part	process:	(1)	traffic	is	
classified	into	traffic	streams,	and	(2)	a	prescribed	set	of	actions	is	applied	to	each	stream.	
This	treatment	may	determine	the	order	in	which	routers	and	switches	send	packets	from	
different	flows	across	the	link,	the	rate	of	transmission	of	a	given	flow,	or	even	whether	
certain	packets	are	sent	at	all.		

While	the	techniques	used	for	traffic	differentiation	overlap	with	those	used	to	manage	
congestion,	differentiation	has	a	broader	purpose	that	includes	meeting	service	level	
agreement	(SLA)	guarantees	and	selecting	paths	for	traffic	from	different	applications,	
among	other	things.	Differentiated	treatment	of	traffic	can	also	contribute	both	to	the	
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efficiency	of	a	network	and	to	the	predictability	of	the	manner	in	which	network	resources	
are	shared.		

Differentiation	can	be	complex,	and	a	common	vocabulary	is	key.	This	report	uses	the	
terms	“differentiated	treatment”	or	“differentiation,”	as	opposed	to	“prioritization”	when	
referring	to	the	full	range	of	treatments	that	may	be	applied	to	traffic	flows.	The	technical	
definition	of	“prioritization”	is	narrow	and	generally	applies	only	to	certain	scheduling,	
dropping,	and	marking	techniques.	This	report	uses	“differentiation”	in	a	much	broader	
sense,	including	most	of	the	ways	in	which	packets	may	be	treated	differently	from	each	
other	while	en	route	to	their	respective	destinations	across	one	or	more	networks.	The	
scope	of	differentiation	in	this	report	encompasses	the	classic	techniques	of	scheduling,	
shaping	and	queue	management	by	which	packets	are	processed	at	a	network	node,	and	
also	includes	the	techniques	by	which	traffic	flows	are	segregated	or	forwarded	onto	
different	physical	or	logical	network	paths	where	they	may	encounter	greater	or	lesser	
propagation	delays	or	contention	for	resources.	

This	report	addresses	differentiation	applied	to	traffic	on	Internet	access	services,	as	well	
as	the	impacts	to	Internet	access	services	when	differentiation	is	applied	to	other	traffic	
carried	over	the	same	network.	Traffic	for	mass-market	Internet	access	services	is	often	
carried	over	a	common	infrastructure	with	traffic	associated	with	other	IP	services,	as	well	
as	the	network	management	traffic	used	to	control	devices	and	report	status	from	them.	
Since	differential	treatment	of	other	network	traffic	has	the	potential	to	affect	the	
performance	of	Internet	access	services,	it	is	considered	here.	

The	subjective	experience	perceived	by	the	user	of	a	networked	application	is	known	as	
Quality	of	Experience,	or	QoE,	and	the	factors	that	contribute	to	QoE	vary	significantly	from	
one	application	to	the	next.	In	contrast,	Quality	of	Service,	or	QoS,	describes	the	
performance	of	a	network	service	using	objective	metrics	such	as	throughput,	delay,	delay	
variation,	and	loss.	The	relationship	between	QoS	and	QoE	is	highly	dependent	on	the	type	
of	application,	but	variations	in	QoS	have	been	mapped	to	corresponding	variations	in	QoE	
for	a	number	of	applications.	It	is	possible	to	use	knowledge	about	the	relationships	
between	network	performance	parameters	and	their	effects	on	QoE	to	attempt	to	optimize	
the	performance	of	network	flows	for	their	intended	applications.	Differentiation	is	often	
also	used	to	address	impairments	to	QoS.		

Broadband	networks	use	different	network	architectures	and	access	technologies.	Several	
of	these	network	architectures	have	developed	to	take	advantage	of	existing	access	
infrastructure	that	was	originally	deployed	for	other	services	–	for	example,	telephone	
service	over	twisted	copper	pairs	or	video	over	coaxial	cable.	Other	networks	were	
developed	to	meet	specific	needs,	such	as	for	mobility	or	for	access	in	remote	rural	areas.	In	
many	cases,	differences	in	network	design	can	be	traced	to	the	different	characteristics	of	
the	access	technology	used.	Access	technologies	can	require	different	approaches	to	
differentiation	of	traffic.		
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Observations.	From	the	analysis	made	in	this	report	and	the	combined	experience	of	its	
members	when	it	comes	to	the	differentiated	treatment	of	Internet	traffic,	the	BITAG	
Technical	Working	Group	makes	the	following	observations:		

• TCP	causes	recurring	momentary	congestion.	
When	TCP	transfers	a	large	file,	such	as	video	content	or	a	large	web	page,	it	
practically	guarantees	that	it	will	create	recurring	momentary	congestion	at	
some	point	in	its	network	path.	This	effect	exists	by	design,	and	it	cannot	
necessarily	be	eliminated	by	increasing	capacity.		Given	the	same	traffic	load,	
however,	the	severity	of	the	momentary	congestion	should	decrease	with	
increased	capacity.	

• A	nominal	level	of	packet	discard	is	normal.	
Packet	discard	occurs	by	design	in	the	Internet.	Protocols	such	as	TCP	use	packet	
discard	as	a	means	of	detecting	congestion,	responding	by	reducing	the	amount	
of	data	outstanding	and	with	it	self-induced	congestion	on	the	transmission	path.	
Rather	than	being	an	impairment,	packet	discard	serves	as	an	important	
signaling	mechanism	that	keeps	congestion	in	check.	

• The	absence	of	differentiation	does	not	imply	comparable	behavior	among	
applications.	

In	the	absence	of	differentiation,	the	underlying	protocols	used	on	the	Internet	
do	not	necessarily	give	each	application	comparable	bandwidth.	For	example:		

§ TCP	tends	to	share	available	capacity	(although	not	necessarily	
equally)	between	competing	connections.	However,	some	applications	
use	many	connections	at	once	while	other	applications	only	use	one	
connection.		

§ Some	applications	using	RTP/UDP	or	other	transport	protocols	
balance	transmission	rate	against	experienced	loss	and	latency,	
reducing	the	capacity	available	to	competing	applications.	

• Differentiated	treatment	can	produce	a	net	improvement	in	Quality	of	
Experience	(QoE).	

When	differentiated	treatment	is	applied	with	an	awareness	of	the	requirements	
for	different	types	of	traffic,	it	becomes	possible	to	create	a	benefit	without	an	
offsetting	loss.	For	example,	some	differentiation	techniques	improve	the	
performance	or	quality	of	experience	(QoE)	for	particular	applications	or	classes	
of	applications	without	negatively	impacting	the	QoE	for	other	applications	or	
classes	of	applications.	The	use	and	development	of	these	techniques	has	value.	
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• Access	technologies	differ	in	their	capabilities	and	characteristics.	

Specific	architectures	and	access	technologies	have	unique	characteristics	which	
are	addressed	using	different	techniques	for	differentiated	treatment.	

• Security	of	traffic	has	at	times	been	downgraded	to	facilitate	differentiation	
techniques.		

Encrypted	traffic	is	on	the	rise	and	it	has	implications	for	current	differentiation	
techniques.	In	response	to	this	increase,	some	satellite	and	in-flight	network	
operators	have	deployed	differentiation	mechanisms	that	downgrade	security	
properties	of	some	connections	to	accomplish	differentiation.	The	resulting	risks	
to	the	security	and	privacy	of	end	users	can	be	significant,	and	differentiation	via	
observable	information	such	as	ports	and	traffic	heuristics	is	more	compatible	
with	security.		

	
	
Recommendations.	The	BITAG	Technical	Working	Group	also	has	the	following	
recommendations:	

• Network	operators	should	disclose	information	on	differential	treatment	of	
traffic.	

In	previous	reports,	BITAG	has	recommended	transparency	with	respect	to	a	
number	of	aspects	of	network	management.		BITAG	continues	to	recommend	
transparency	when	it	comes	to	the	practices	used	to	implement	the	differential	
treatment	of	Internet	traffic.	

Specifically	with	respect	to	consumer-facing	services	such	as	mass-market	
Internet	access,	network	operators	should	disclose	the	use	of	traffic	
differentiation	practices	that	impact	an	end	user’s	Internet	access	service.	The	
disclosure	should	be	readily	accessible	to	the	public	(e.g.	via	a	webpage)	and	
describe	the	practice	with	its	impact	to	end	users	and	expected	benefits	in	terms	
meaningful	to	end	users.	The	disclosure	should	include	any	differentiation	
amongst	Internet	traffic	and	should	disclose	the	extent	and	manner	in	which	
other	services	offered	over	the	same	end	user	access	facilities	(for	example	video	
services)	may	affect	the	performance	of	the	Internet	access	service.		

• Network	operators	and	ASPs	should	be	encouraged	to	implement	efficient	and	
adaptive	network	resource	management	practices.	

In	a	previous	report	BITAG	recommended	that	ASPs	and	CDNs	implement	
efficient	and	adaptive	network	resource	management	practices;	we	reiterate	
that	recommendation	here,	extending	it	to	network	operators.	Examples	of	such	
practices	might	target	the	minimization	of	latency	and	variation	in	latency	
induced	in	network	equipment,	ensuring	sufficient	bandwidth	for	expected	
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traffic	loads,	and	the	use	of	queue	management	techniques	to	manage	resource	
contention	issues.	

• Quality	of	Service	metrics	should	be	interpreted	in	the	context	of	Quality	of	
Experience.	

Common	Quality	of	Service	metrics,	often	included	in	commercial	service	level	
agreements,	include	capacity,	delay,	delay	variation,	and	loss	rate,	among	other	
things.	From	the	viewpoint	of	the	end	user	application,	these	metrics	trade	off	
against	each	other	and	must	be	considered	in	the	context	of	Quality	of	
Experience.	For	example,	since	TCP	Congestion	Control	and	adaptive	codecs	
depend	on	loss	to	infer	network	behavior,	actively	trying	to	reduce	loss	to	zero	
leads	to	unintended	consequences.	On	the	other	hand,	non-negligible	loss	rates	
often	directly	reduce	the	user's	Quality	of	Experience.	Hence,	such	metrics	
should	be	interpreted	in	the	context	of	improving	user	experience.	

• Network	operators	should	not	downgrade,	interfere	with,	or	block	user-
selected	security	in	order	to	apply	differentiated	treatment.	

Network	operators	should	refrain	from	preventing	users	from	applying	over-
the-top	encryption	or	other	security	mechanisms	without	user	knowledge	and	
consent.	Networks	should	not	interfere	with,	modify,	or	drop	security	
parameters	requested	by	an	endpoint	to	apply	differentiated	treatment.	Given	
the	potential	for	possible	exposure	of	sensitive,	confidential,	and	proprietary	
information,	prior	notice	should	be	given	to	end	users	of	traffic	differentiation	
features	that	affect	security	properties	transmitted	by	endpoints.	
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1 Introduction	
The	Internet	is	composed	of	interconnected	networks,	each	having	its	own	architecture	
and	technical	characteristics.	The	data	transmitted	across	these	networks	is	formatted	into	
packets,	which	are	composed	of	information	payloads	encapsulated	within	one	or	more	
headers,	which	in	turn	provide	the	information	needed	by	networks	to	deliver	the	packets	
to	their	destinations.	As	these	packets	travel	across	networks,	they	contend	with	other	
packets	for	network	resources.	Contention	can	occur	at	any	point	where	two	or	more	
packets	can	compete	for	a	resource	at	the	same	time	–	for	example,	at	a	network	switch	
where	traffic	from	multiple	input	ports	is	forwarded	to	a	common	output	port.	The	
simplest	way	to	handle	such	requests	would	be	on	a	first	come,	first	served	basis	(also	
known	as	First	In	First	Out,	or	FIFO).	In	practice,	however,	network	operators	make	many	
exceptions	to	FIFO,	using	the	packet	header	information	to	classify	packets	into	flows	and	
treating	those	flows	differently,	for	example	rearranging	the	order	and/or	the	timing	with	
which	packets	are	sent,	or	sending	them	along	different	network	paths.	Such	“differentiated	
treatment”	of	network	traffic	is	the	subject	of	this	report.	

Differentiated	treatment	of	Internet	Access	Service	traffic	has	been	a	subject	of	debate	and	
regulatory	scrutiny.	In	February	2015,	the	Federal	Communications	Commission	(FCC)	
adopted	Open	Internet	rules	that	address	paid	prioritization	as	well	as	other	topics	[1].	
This	report	touches	on	a	broad	range	of	questions	associated	with	differentiation,	but	is	not	
intended	to	address	or	analyze	the	economic,	legal,	regulatory,	or	public	policy	issues	that	
the	differentiated	treatment	of	Internet	access	service	traffic	may	raise,	focusing	instead	on	
the	technical	issues.	

Differentiation	can	be	a	complex	topic,	and	a	common	vocabulary	is	important.	This	report	
uses	the	terms	“differentiated	treatment”	or	“differentiation”	as	opposed	to	“prioritization”	
when	referring	to	the	full	range	of	treatments	that	may	be	applied	to	traffic	flows.	
“Prioritization”	has	a	narrower	technical	definition	that	applies	only	to	certain	scheduling,	
dropping,	and	marking	techniques.	This	report	uses	“differentiation”	in	a	broader	sense,	
including	most	of	the	ways	in	which	packets	may	be	treated	differently	from	each	other	
while	en	route	to	their	respective	destinations	across	one	or	more	networks.	The	scope	of	
differentiation	in	this	report	encompasses	the	classic	techniques	of	scheduling,	shaping,	
and	queue	management	by	which	packets	are	processed	at	a	network	node,	and	also	
includes	the	techniques	by	which	traffic	flows	are	segregated	and/or	forwarded	onto	
different	physical	or	logical	network	paths	where	they	may	encounter	greater	or	lesser	
propagation	delays	or	contention	for	resources.	

This	report	addresses	differentiation	applied	to	traffic	on	Internet	access	services,1	as	well	
as	the	impacts	to	Internet	access	services	when	differentiation	is	applied	to	other	traffic	
carried	over	the	same	network.	Traffic	for	mass-market	Internet	access	services	is	often	
																																																								
1	These	services	are	largely	analogous	to	Broadband	Internet	Access	Services	(BIAS)	in	the	recent	Open	
Internet	Report	and	Order	published	by	the	FCC	[1].	The	FCC	Order	uses	the	term	“non-BIAS	data	services”	to	
refer	to	services	that	share	“last	mile”	connections	with	BIAS	yet	are	not	BIAS.	Note	that	although	the	FCC	
emphasizes	last	mile	connections	at	times	in	its	Report	and	Order,	this	report	addresses	differentiated	
treatment	at	any	point	in	the	network.	
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carried	over	a	common	infrastructure	with	traffic	associated	with	other	IP	services,	as	well	
as	the	network	management	traffic	used	to	control	devices	and	report	status	from	them.	
Since	differential	treatment	of	other	network	traffic	has	the	potential	to	affect	the	
performance	of	Internet	access	services,	it	is	considered	here.		

The	report	is	organized	as	follows:	Section	2	gives	an	overview	of	how	and	why	
differentiated	treatment	of	traffic	exists	in	current	networks,	reviews	the	history	of	
differentiation,	and	discusses	the	potential	impacts	of	traffic	differentiation	in	terms	of	both	
Quality	of	Service	(QoS)	and	Quality	of	Experience	(QoE).	Section	3	addresses	the	
techniques	used	to	differentiate	traffic,	and	Section	4	shows	how	these	techniques	are	
applied	in	different	access	network	architectures.	Section	5	illustrates	the	impact	of	these	
techniques	with	a	number	of	examples	of	network	practices	associated	with	traffic	
differentiation.	Section	6	provides	a	number	of	observations,	and	Section	7	provides	
recommendations.	In	addition,	the	report	includes	references	and	a	glossary,	as	well	as	an	
appendix	listing	relevant	standards.	

2 Differentiation	in	IP	networks		
In	its	broadest	sense,	traffic	differentiation	includes	any	technique	that	classifies	and	
applies	potentially	different	treatment	to	two	or	more	traffic	flows	(groups	of	packets	that	
share	common	properties	[2])	contending	for	resources	on	a	network.	Differentiated	
treatment	of	network	traffic	is	a	two-part	process:	(1)	traffic	is	classified	into	traffic	
streams,	and	(2)	a	prescribed	set	of	actions	is	applied	to	each	stream.	This	treatment	may	
determine	the	order	in	which	routers	and	switches	send	packets	from	different	flows	
across	the	link,	the	rate	of	transmission	of	a	given	flow,	or	even	whether	certain	packets	are	
sent	at	all.		

While	the	techniques	used	for	traffic	differentiation	overlap	with	those	used	to	manage	
congestion	[3],	differentiation	has	a	broader	purpose	than	just	congestion	management.	
Differentiation	is	used	to	deal	with	impairments	due	to	congestion.	It	is	also	used	to	ensure	
that	service	level	agreement	(SLA)	guarantees	are	met.	Differentiation	can	be	used	to	
schedule	packets	or	to	select	a	path	that	minimizes	delay	for	delay-sensitive	applications,	
select	a	path	that	experiences	low	corruption	of	bits	for	loss-sensitive	applications,	or	even	
select	a	path	that	keeps	the	traffic	on	the	network	of	the	provider	offering	a	guaranteed	
SLA.		

Differentiated	treatment	of	traffic	is	practiced	in	nearly	every	provider	network.	Some	of	
the	many	reasons	for	traffic	differentiation	are:	

● Network	operators	routinely	use	shaping	to	limit	each	customer’s	traffic	to	their	
purchased	rate,	and	use	scheduling	to	manage	traffic	from	different	customers	at	
times	of	congestion.	Since	Internet	access	services	are	typically	offered	at	a	variety	
of	rates,	both	shaping	and	scheduling	may	use	different	parameters	for	different	
customers.	

● Many	networks	carry	a	mix	of	traffic,	including	customer	traffic	and	traffic	whose	
purpose	is	solely	network	control	or	management,	such	as	routing	protocol	
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messages	or	device	configuration	updates.	Network	operators	typically	prioritize	
control	and	management	traffic	above	other	traffic	to	ensure	timely	delivery,	which	
in	some	cases	can	be	necessary	for	the	stability	of	the	network.		

● Many	network	operators	offer	multiple	IP-based	services	to	consumers	over	a	
common	access	link.	A	typical	combination	of	services	includes	Internet	access,	
IPTV,	and	carrier	grade	voice,	frequently	referred	to	as	“triple	play.”	Traffic	for	the	
voice	and	video	services	may	be	differentiated	to	ensure	that	each	service	is	
delivered	to	the	customer	with	its	required	Quality	of	Experience	(QoE,	see	Section	
2.3).	

● Many	networks	carry	traffic	for	a	variety	of	business	services	in	addition	to	the	
consumer	services	noted	above.	Business	connectivity	services,	such	as	Carrier	
Ethernet,	are	typically	sold	with	an	associated	service	level	agreement	(SLA)	that	
specifies	the	service	requirements	for	some	or	all	of	the	traffic	carried	by	the	
service.	Traffic	for	these	services	is	differentiated	to	enable	its	delivery	within	the	
QoS	parameters	set	by	the	SLA.	

● Mobile	access	networks	have	to	deal	with	constantly	changing	capacity	and	
congestion	conditions	based	on	the	mobility	of	their	customers.	These	networks	
differentiate	services	to	ensure	proper	balance	of	signaling,	voice	and	data	to	ensure	
the	proper	experience	for	each	aspect	of	the	network.			

2.1 History	and	evolution	of	differentiation	methods	
The	ability	to	treat	traffic	differentially	has	been	built	into	Internet	protocols	from	the	
beginning.	The	IPv4	protocol,	first	specified	for	the	Defense	Advanced	Research	Projects	
Agency	(DARPA)	in	1981	[4],	is	still	the	dominant	protocol	in	the	Internet	today	–	although	
there	is	an	increasing	movement	to	IPv6	as	the	number	of	assignable	IPv4	addresses	
dwindles	[5,6,7].	Every	packet	sent	across	the	Internet	uses	either	IPv4	or	IPv6	to	provide	
end-to-end	addressing	and	other	information.	The	specifications	for	both	IPv4	and	IPv6	
have	included	fields	to	support	traffic	differentiation	since	their	inception,	providing	a	set	
of	control	bits	in	the	Internet	Protocol	header	(initially	the	Type	of	Service	or	ToS	field)	to	
indicate	to	systems	en	route,	including	routers,	middleboxes,	and	the	destination	host,	the	
quality	of	service	desired	[8].	Originally,	the	ToS	field	was	described	in	terms	of	
precedence,	latency,	throughput,	and	reliability	requirements	[8].	With	the	definition	of	the	
differentiated	services	architecture	[9],	the	ToS	field	was	redefined	to	include	a	
differentiated	services	codepoint	(DSCP)	whose	values	were	defined	in	terms	of	the	
localized	differentiated	treatment	(or	“per-hop	behavior”)	requested	of	routers	in	the	
network	path.		

One	example	of	traffic	differentiation	from	the	early	days	of	the	Internet	(the	1980s)	
concerned	interactive	traffic	from	remote	login	sessions.	This	traffic	was	given	priority	
over	other	traffic	to	improve	the	perceived	performance	of	the	interactive	session	[10].	It	is	
worth	noting	that	the	original	backbone	of	the	Internet	(the	ARPAnet)	had	long	distance	
links	that	ran	at	56	kb/s,	and	that	at	the	time,	persistent	congestion	was	widespread	
[11,12].		



	4	

Early	networking	standards	recommended	that	applications	on	host	computers	sending	
traffic	should	specify	the	correct	setting	of	the	ToS	field,	and	that	routers	should	respect	
this	setting	(either	by	processing	it	or	by	passing	it	to	the	data	link	control	layer)	[13,	14,	
8].	This	design	put	the	sending	host,	and	not	the	router	(or	its	operator)	in	control	of	
selecting	what	sort	of	traffic	treatment	the	packets	would	receive.	The	Differentiated	
Services	Architecture	makes	the	same	assumption,	although	it	allows	the	network	to	
override	the	setting	[9].	

The	inclusion	of	the	ToS	control	field	in	the	IP	header	allowed	that	field	to	be	acted	on	by	
contemporary	routers,	which	(at	least	in	theory)	only	examined	fields	within	that	header.	
Newer	routers,	however,	regularly	look	at	port	numbers	in	the	Transmission	Control	
Protocol	(TCP)	or	User	Datagram	Protocol	(UDP)	header	to	classify,	and	sometimes	
differentiate	between	traffic	from	different	applications	(frequently	due	to	security	
policies).2	However,	there	is	no	guarantee	that	applications	will	use	port	numbers	in	the	
expected	way,	or	indeed	that	port	fields	will	always	be	present	in	the	header.	In	the	
increasingly	encrypted	Internet,	even	the	basic	assumption	of	the	visibility	of	those	fields	
may	be	suspect	[19].	As	a	result,	routers	that	look	into	higher	layer	headers	are	taking	
advantage	of	a	common	convention,	but	not	a	feature	assured	by	the	architecture.	

While	they	have	been	used	in	specific	networks,	such	as	US	Navy	SPAWAR	and	in	individual	
public	and	private	networks,	the	IPv4	ToS	field	and	the	IPv4/IPv6	DSCP,	have	not	been	
deployed	or	used	across	network	interconnects	for	both	engineering	and	economic	reasons	
[20],	and	would	require	the	harmonization	and	cooperation	of	the	relevant	network	
operators.	Proposals	to	that	end	are	being	discussed	in	the	IETF,	however	[21].	

2.2 Differentiated	treatment	and	allocation	of	resources		
Differentiated	treatment	of	traffic	can	affect	the	manner	in	which	network	resources	are	
shared.	Different	methods	of	sharing	resources	might	affect:		

• The	amount	of	time	that	each	sender	is	sending,	
• The	amount	of	data	that	each	sender	sends	(in	terms	of	packets	or	bits),	or	
• The	average	rate	of	each	session.	

It	is	also	possible	to	share	resources	at	different	levels	of	aggregation,	including	for	
example:	

• Individual	flows,	for	example	as	defined	by	their	5-tuple	(see	Section	3.2),	
• All	flows	associated	with	the	same	service	and	user,	or	
• All	flows	associated	with	the	same	user	regardless	of	service.	

																																																								
2	The	Internet	Corporation	for	Assigned	Names	and	Numbers	(ICANN),	under	contract	by	the	National	
Telecommunications	&	Information	Administration	(NTIA)	to	perform	the	Internet	Assigned	Numbers	
Authority	(IANA)	functions,	maintains	a	registry	of	“well	known”	port	numbers	associated	with	different	
applications	[15].	Transmission	Control	Protocol	(TCP)	and	User	Datagram	Protocol	(UDP)	are	two	of	the	
core	protocols	in	the	Internet	Protocol	suite,	with	TCP	being	the	protocol	that	many	major	Internet	
applications	rely	on	[16,17,18],	see	also	Sec.	3.1	and	5.2.		
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The	literature	includes	significant	discussion	of	network	resource	allocation	among	
applications	and	transport	protocols	[22,23].	TCP	and	similar	transport	protocols	tend	to	
share	available	capacity	(although	not	necessarily	equally)	between	competing	
connections.	In	the	absence	of	scheduling	or	other	differentiation	techniques,	however,	this	
sharing	of	capacity	may	be	skewed	by	the	applications	sending	traffic	over	TCP.	For	
example,	even	if	we	assume	that	each	TCP	connection	receives	a	roughly	equal	share	of	
capacity,	an	application	that	opens	many	connections	will	receive	much	more	capacity	than	
an	application	opening	a	single	connection.		In	addition,	not	all	transports	or	applications	
share	capacity	in	the	same	way;	for	example,	voice	and	video	applications	using	RTP/UDP	
transport	will	often	balance	transmission	rate	against	experienced	loss	and	latency,	
reducing	the	capacity	available	to	competing	applications.	

2.3 Quality	of	Experience	(QoE)	and	Quality	of	Service	(QoS)	
Customers	of	Internet	access	services	use	those	services	for	a	broad	range	of	applications.	
However,	customers	rarely	notice	the	underlying	transfer	of	data	across	the	network	that	
enables	these	activities,	except	when	a	performance	issue	causes	a	perceptible	reduction	in	
quality	in	the	application	they	are	using.	The	subjective	experience	perceived	by	someone	
using	an	application	is	known	as	Quality	of	Experience,	or	QoE	[24].	QoE	has	a	number	of	
contributing	elements,	including	network	performance,	the	platform	used	by	the	customer,	
and	the	application	itself.	

The	subjective	factors	that	contribute	to	QoE	vary	significantly	from	one	application	to	the	
next.	For	voice	communications,	contributing	factors	include	whether	the	received	voice	is	
garbled	or	missing	in	places,	whether	the	speaker’s	echo	is	audible,	and	how	much	delay	is	
introduced	by	the	combination	of	communications	channel,	application	and	equipment	
[25].	For	streaming	video,	factors	include	whether	blocking	or	other	artifacts	corrupt	the	
received	video,	whether	it	freezes	or	stutters,	the	amount	of	time	before	playback	begins	
and	the	quality	of	the	source	content	including	its	encoding	algorithm	and	encoded	bit	rate	
[26].	The	QoE	associated	with	a	web	browsing	application	may	be	affected	by	the	speed	at	
which	pages	load	and	whether	all	of	the	content	is	received	correctly.	Some	applications	
may	exhibit	multiple	behaviors	simultaneously	(e.g.	video	inside	a	browsing	session)	and	
this	can	make	QoE	difficult	to	assess.	QoE	can	be	measured	and	quantified	for	a	given	
application	and	set	of	conditions	(for	instance,	by	use	of	Mean	Opinion	Scores	[27]),	but	the	
specific	measurement	methods	vary	from	one	application	to	another	[28,	29].	

A	related	concept	that	is	frequently	confused	with	QoE	is	Quality	of	Service,	or	QoS.3	While	
QoE	describes	subjective	user	experience,	QoS	describes	the	performance	of	a	network	
service	using	objective	metrics	such	as	throughput,	delay,	delay	variation,	and	loss	[33].	
Variations	in	QoS	have	been	mapped	to	corresponding	variations	in	QoE	for	a	number	of	
applications	[34,	35].	The	contributions	made	to	QoE	by	specific	network	performance	
parameters	are	highly	dependent	on	the	type	of	application.	For	example,	two-way	
																																																								
3	Contributing	to	the	confusion	is	the	fact	that	before	the	term	QoE	came	into	general	use	in	a	networking	
context,	QoS	(and	variations	such	as	PQoS)	was	commonly	used	to	describe	both	network	performance	and	
subjective	user	experience	[29,30,31,32].	
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interactive	voice	communication	is	sensitive	to	round	trip	delay	and	delay	variation,	but	
the	throughput	required	is	orders	of	magnitude	lower	than	typical	broadband	service	rates.	
Conversely,	video	streaming	QoE	is	sensitive	to	packet	loss	and	variations	in	throughput	
below	a	threshold	rate,	but	less	sensitive	to	delay	variation	or	round	trip	delay.	Video	
streaming	also	accounts	for	the	majority	of	current	throughput	requirements	on	a	typical	
broadband	service.	

Figure	1	shows	a	generalized	shape	for	the	relationship	between	QoS	impairment	and	the	
QoE	for	an	application	[36].	The	curve	shows	three	regions	of	varying	degrees	of	QoS	
impairment.	The	first	region	(QoS	impairment	less	than	x1)	denotes	a	range	in	which	the	
impairment	has	no	discernible	effect	on	QoE.	The	size	of	region	1,	which	may	be	zero	in	
some	cases	and	significant	in	others,	depends	on	the	impairment	and	the	application.	For	
example,	in	the	absence	of	other	impairments,	a	one-way	delay	of	up	to	150	msec	from	the	
speaker’s	mouth	to	the	listener’s	ear	has	no	discernible	effect	on	interactive	voice	QoE	[37].	
In	the	second	region	(QoS	impairment	between	x1	and	x2),	increasing	QoS	impairment	
corresponds	to	decreasing	QoE.	In	the	third	region	(QoS	impairment	greater	than	x2)	the	
QoE	is	so	poor	that	most	users	consider	it	unacceptable	and	may	stop	using	the	application.	
The	value	of	x2	is	dependent	on	the	impairment,	the	application,	and	user	tolerance.	

	
Figure	1:	General	shape	of	the	mapping	curve	between	QoS	and	QoE	[36]	

It	is	possible	to	use	knowledge	about	the	relationships	between	network	performance	
parameters	and	their	effects	on	QoE	to	optimize	the	performance	of	network	flows	for	their	
intended	applications.	In	many	cases,	differentiating	between	flows	can	improve	the	QoE	
for	some	applications	without	materially	degrading	the	QoE	for	other	applications.	Section	
5	describes	a	number	of	examples	of	this	type	of	optimization.	

2.4 Contributors	to	QoS		
The	network	contributors	to	QoS	discussed	below	have	a	direct	bearing	on	differentiated	
treatment	of	traffic.	Other	contributors,	such	as	packet	corruption	or	reordering,	affect	
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network	performance	but	only	have	an	indirect	bearing	on	differentiation	(e.g.,	reordered	
packets	increasing	delay).	

2.4.1 Delay	
Delays	across	the	network	derive	from	four	basic	components	[38]:		

• Serialization	delay:	the	amount	of	time	it	takes	to	send	a	packet	on	a	
communications	link.	Serialization	delay	for	a	packet	is	calculated	as	the	length	of	
the	packet	divided	by	the	rate	of	the	link.		

• Processing	delay:	the	amount	of	time	required	to	calculate	how	to	forward	the	
packet	within	a	router	or	switch.		

• Propagation	delay:	the	amount	of	time	it	takes	packets	to	travel	the	physical	
network	path	from	source	to	destination.	This	is	calculated	as	the	distance	traveled	
divided	by	the	speed	of	propagation	in	the	transmission	medium.		

• Queuing	delay:	occurs	when	packets	must	wait	in	a	buffer	before	being	transmitted.		

Serialization	and	processing	delays	do	not	usually	change	significantly	due	to	
differentiation,	although	they	are	affected	by	the	number	of	hops	in	a	network	path.		
Propagation	delay	can	be	affected	by	the	choice	of	network	path,	and	queuing	delay	can	be	
affected	significantly	by	differentiated	treatment.	

Delay	is	characterized	by	median	or	average	latency	and	by	variation	in	latency	(also	
known	as	“jitter”).	Queuing	delay	is	usually	the	largest	contributor	to	jitter.	Jitter	may	be	
increased	by	techniques	in	which	a	technology	queues	several	packets	(introducing	
momentary	delay)	and	then	sends	them	in	a	burst.	Examples	exist	in	IEEE	802.11	WLAN	
and	DOCSIS	technologies.		

2.4.2 Packet	discard	and	Transmission	Control	Protocol	(TCP)	Congestion	
Control	

When	a	packet	arrives	at	a	buffer,	it	may	be	processed	immediately	(if	the	resource	fed	by	
the	buffer	is	available),	buffered	for	later	processing,	or	discarded.	In	the	simplest	case,	
packets	are	discarded	when	the	buffer	has	no	room	for	new	traffic	(“tail	drop”).	More	
sophisticated	algorithms	discard	packets	before	the	buffer	is	full	to	signal	congestion	to	
TCP	[39].	Some	algorithms	also	differentiate	based	on	the	drop	precedence	marked	in	
packet	headers	(Section	3.2),	discarding	some	packets	more	aggressively	than	others	[40].	

Packet	discard	is	fundamental	to	the	design	of	the	protocols	supporting	the	Internet	today.	
TCP	probes	for	available	capacity	by	continuously	increasing	the	amount	of	data	placed	on	
the	network	until	it	detects	lost	packets,	which	it	interprets	as	congestion.4	Upon	detecting	
congestion	the	protocol	decreases	the	amount	of	outstanding	data	before	it	once	again	

																																																								
4	Nodes	in	the	network	path	can	also	signal	congestion	to	TCP	explicitly	using	bits	in	the	TCP	header	[41]	–	
however,	packet	discard	is	used	to	implicitly	signal	congestion	in	most	cases.		
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starts	probing	for	capacity.	Rather	than	necessarily	being	an	impairment,	packet	discard	
can	serve	as	an	important	signaling	mechanism	that	keeps	congestion	in	check.		

2.4.3 Fragmentation	
Packet	fragmentation	in	IPv4	occurs	when	a	host	attempts	to	send	packets	that	are	larger	
than	the	maximum	packet	size	(known	as	Maximum	Transmission	Unit,	or	MTU)	that	can	
be	processed	by	a	network	segment	[42].	When	a	packet	larger	than	the	segment’s	MTU	
arrives,	it	may	be	subdivided	into	two	or	more	packets	before	being	forwarded,	or	dropped	
in	cases	when	fragmentation	is	not	desired.		

Fragmentation	can	cause	additional	latency	(as	a	receiver	must	buffer	and	reassemble	
packets),	additional	CPU	utilization,	and	additional	memory	usage	or	packet	loss	when	
buffers	are	exhausted.	When	packets	are	fragmented,	only	the	initial	fragment	has	the	
TCP/UDP	port	number,	and	differentiated	treatment	that	depends	on	the	port	number	for	
classification	(Section	3.2)	may	not	work	[42].	

	

3 Differentiation	techniques		
Differentiated	treatment	of	network	traffic	is	a	two-part	process:	(1)	traffic	is	classified	into	
traffic	streams,	and	(2)	a	prescribed	set	of	actions	is	applied	to	each	stream.	The	
classification	rules	and	the	action	rules	are	combined	to	form	service	policy	rules	[43].	

3.1 Layered	network	model	
To	understand	how	differentiation	is	performed,	it	helps	to	first	have	a	background	
understanding	of	the	layered	network	model	used	to	describe	how	networks	operate,	as	
some	differentiation	techniques	are	implemented	at	different	layers.	While	a	number	of	
different	models	exist,	each	uses	the	concept	of	“layers”	to	abstract	away	the	internal	
structure	and	technology	of	a	network,	as	well	as	group	common	functions	together.	This	
report	uses	the	5-layer	TCP/IP	model	[44]	as	shown	in	Figure	2	below.	
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Figure	2:		5-layer	model	of	the	Internet	and	IP	Packet	Elements	[44]	

Layer	1	–	Physical	Layer.	The	physical	layer	conveys	the	bit	stream	on	the	transmission	
media	(fiber,	copper,	radio	wave)	at	the	electrical	and	mechanical	level	–	converted	to	
electrical	impulses,	light	waves,	or	radio	signals.	

Layer	2	–	Data	Link	Layer.	The	data	link	layer	encompasses	the	technologies	and	
protocols	used	to	send	traffic	across	a	sub-network,	or	“link.”5	At	the	lowest	level,	link	layer	
protocols	manage	access	to	the	physical	media	and	encode	traffic	into	frames	such	as	
Ethernet	frames,	Frame	Relay	frames,	or	ATM	cells	[44].		These	protocols	are	sometimes	
designed	in	conjunction	with	a	specific	physical	layer,	such	as	IEEE	802.11	or	DOCSIS.	Link	
layer	protocols	also	support	classification	and	marking	to	facilitate	scheduling,	shaping,	
and	other	differentiation	functions	that	may	occur	in	the	nodes	that	perform	switching	
within	a	link.		

In	some	network	architectures,	multiple	protocols	may	operate	between	the	physical	layer	
and	the	Internet	layer.	Examples	of	this	are	MPLS	and	the	use	of	Ethernet	MAC	over	ATM	
and	PPPoE	over	Ethernet	MAC	[46,47,48].	

Layer	3	–	Internet	Layer.	The	Internet	layer	delivers	packets	across	the	end-to-end	
network	from	source	endpoint	to	destination	endpoint.	The	Internet	Protocol	(IPv4	or	
IPv6)	at	this	layer	supports	end-to-end	addressing,	as	well	as	classification	and	marking.	
Routers	perform	scheduling,	shaping,	and	policing	as	well	as	routing	at	this	layer.	

Layer	4	–	Transport	Layer.	At	the	transport	layer,	the	Internet	transport	protocol	
(typically	TCP	or	UDP)	delivers	a	flow	of	packets	across	the	network	with	characteristics	
determined	by	the	protocol	used.	TCP	provides	end-to-end	flow	identification,	packet	

																																																								
5	The	IETF	uses	the	term	“link”	for	a	sub-network	in	which	traffic	flows	between	two	or	more	IP	interfaces	
[45].		In	this	context,	a	“link”	can	include	multiple	physical	segments	as	well	as	switches	where	traffic	may	be	
differentiated.		
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sequencing,	error	recovery,	and	flow	control	for	reliable	data	transfer	[17].	UDP	provides	
flow	identification	and	error	correction	[18].		

Layer	5	–	Application	Layer.	The	application	layer	represents	all	the	functions	that	are	
performed	by	the	application	endpoints	(e.g.	client	and	server)	to	manage	application-to-
application	level	communication,	such	as	controlling	the	transfer	of	a	large	file.	One	
example	is	the	hypertext	transfer	protocol	(HTTP),	the	protocol	for	the	transmission	of	web	
pages	[49].	Other	examples	include	the	file	transfer	protocol	(FTP),	the	Dynamic	Host	
Configuration	Protocol	(DHCP),	and	the	email	protocols	POP,	IMAP	and	SMTP	
[50,51,52,53,54].	

3.2 Classification		
Traffic	classification	can	be	performed	in	most	layers	of	the	network	model,	though	the	
available	classification	elements	differ	at	each	layer.	Classification	below	the	Application	
layer	(Layer	5)	uses	pattern	analysis	on	elements	within	packet	headers.	Classification	at	
the	Application	layer	may	use	pattern	analysis	or	other,	more	complex	techniques.	

• Layer	2.	Traffic	is	often	classified	at	Layer	2	in	converged	networks	that	deliver	
multiple	services	such	as	high-speed	Internet	access	service	and	carrier	grade	voice.	
Classification	can	be	performed	using	any	element	in	the	Layer	2	frame	headers	
such	as	MAC	address,	virtual	LAN	(VLAN)	tags,	and	multiprotocol	label	switching	
(MPLS)	labels.	

• Layer	3	and	4	classification	is	performed	on	the	elements	in	the	IP	(Internet	layer)	
and	TCP/UDP	(Transport	layer)	packet	headers.	The	IP	packet	header	includes	IP	
addresses	(source	and	destination),	type	of	service	(TOS),	and	protocol	(TCP	or	
UDP).	The	TCP	and	UDP	headers	both	contain	source	and	destination	port	numbers	
that	can	be	used	to	identify	certain	applications.	Five	elements	in	the	Internet	layer	
and	Transport	layer	headers	(IP	source	and	destination	addresses,	protocol,	and	
TCP/UDP	source	and	destination	port	numbers)	are	referred	to	as	the	"5-tuple,"	and	
they	uniquely	identify	a	connection	or	flow	between	two	application	layer	entities	
[55].		The	term	“IP	flow”	is	often	used	to	refer	to	all	the	packets	that	have	the	same	
5-tuple.	

• Layer	5.	Application	layer	classification	is	performed	on	elements	above	the	
Transport	layer,	including	the	higher	layer	headers	and	the	data	payload.	
Unencrypted	traffic	can	be	classified	through	pattern	matching	and/or	more	
advanced	techniques.	Many	applications	use	standard	protocols	such	as	hypertext	
transfer	protocol	(HTTP),	session	initiation	protocol	(SIP),	and	file	transfer	protocol	
(FTP)	as	part	of	their	communications	and	expose	elements	that	can	be	used	for	
classification	[49,56,50].	Classification	at	Layer	5	is	sometimes	referred	to	as	"Deep	
Packet	Inspection."	Encryption	generally	interferes	with	attempts	to	perform	
pattern	analysis	or	deep	packet	inspection	at	this	layer	[57].	

Traffic	that	is	encrypted	or	that	does	not	use	standard	protocols	may	still	be	
classifiable	using	signature-	or	heuristic-based	techniques.	Heuristic	analysis	
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involves	inspecting	a	large	set	of	traffic	for	behavior	patterns	[58,59].	It	is	often	
possible	to	infer	the	type	of	traffic	by	examining	how	many	endpoints	are	talking	to	
each	other.	For	example,	encrypted	VoIP	traffic	can	sometimes	be	classified	by	
looking	for	IP	flows	both	to	and	from	many	end-points	communicating	to	a	soft-
switch,	combined	with	numerical	analysis	that	examines	the	flow	rates	and	packet	
payload	sizes	[60].	Malicious	traffic	may	also	be	inferred	by	looking	for	a	many-to-
one	IP-flow	relationship	[61].	

3.3 Application	of	service	policies	
After	traffic	has	been	classified,	certain	service	policies	can	be	applied.	In	addition,	packets	
may	be	marked	so	that	other	processes	or	network	nodes	can	apply	the	assigned	service	
policies	more	readily.	

3.3.1 Traffic	Markings	
Traffic	can	be	marked	at	Layer	2	and	Layer	3	of	the	network	model	by	setting	or	changing	
some	element	in	one	of	the	headers.	

• Layer	2	Marking	(Data	Link	Layer).	The	commonly	used	Layer	2	technologies	such	
as	ATM,	Frame	Relay,	and	Ethernet	all	include	options	for	marking	the	Layer	2	
frame	or	packet	[62,63].	ATM	and	Frame	Relay	both	include	a	field	in	their	headers	
that	can	be	used	to	indicate	whether	the	cell	or	frame	can	be	dropped	during	
periods	of	congestion.	The	IEEE	802.1Q	standard	defines	priority	and	VLAN	fields,	
both	of	which	can	be	used	to	mark	Ethernet	frames	[64].	

• Layer	3	Marking	(Internet	Layer).	At	Layer	3	the	IP	header	has	fields	that	can	be	
used	to	mark	traffic.	The	IP	header	has	a	field	that	can	be	used	to	indicate	either	
Type-of-Service	(TOS)	or	used	to	specify	a	diffserv	code	point	(DSCP)	intended	to	
indicate	a	desired	per-hop	behavior	[9].	

3.3.2 Service	Policies	
Once	a	packet	has	been	classified,	it	can	be	treated	according	to	the	assigned	service	policy.	
Service	policies	include	scheduling	policies	(e.g.,	queuing,	shaping,	dropping)	as	well	as	
routing	decisions,	such	as	what	egress	port	to	use	on	the	network	element	or	whether	the	
packet	is	eligible	to	be	cached.		

3.3.2.1 Scheduling	Policies	
When	there	is	contention	for	a	network	resource,	for	example	the	egress	port	on	a	network	
element	such	as	a	router	or	switch	or	for	access	to	a	shared	medium,	the	network	element	
may	use	a	scheduling	algorithm	to	determine	the	order	in	which	packets	are	transmitted.	
Many	scheduling	algorithms	fall	into	one	of	three	categories:	1)	priority	scheduling	[65],	
which	schedules	higher	priority	traffic	before	lower	priority	traffic;	2)	rate-based	
scheduling	(such	as	round-robin	scheduling	[66]	or	weighted	fair	queuing	[67]),	which	
allocates	resources	to	isolate	the	effects	of	different	flows	on	each	other;	or	3)	deadline	
scheduling	[68],	which	limits	the	maximum	time	allowed	before	a	packet	is	either	
transmitted	or	discarded.	
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The	above	algorithms	are	not	mutually	exclusive	and	can	be	used	in	combination	with	each	
other.	For	example,	a	network	provider	might	use	a	rate-based	scheme	to	separate	users	
from	each	other	in	a	shared	access	regime,	and	then	use	priority	within	each	share	to	allow	
each	user	to	favor	their	latency-sensitive	traffic	relative	to	other	traffic.	In	addition,	some	
network	elements	support	more	specialized	scheduling	algorithms	than	those	described	
here.	

3.3.2.2 Traffic	shaping	
Traffic	shaping	is	the	process	that	a	network	might	use	to	limit	the	rate	that	a	sender	(i.e.,	a	
device,	application,	user)	can	send	traffic	on	a	particular	link	[69].	An	operator	may	use	a	
traffic	shaper	for	example,	to	implement	bandwidth	limitations;	to	limit	the	rate	at	which	
traffic	bursts	(averting	unnecessary	delay	and	loss),	or	to	control	the	effects	of	buffer	bloat	
[70].	Shaping	of	different	flows	to	different	parameters	implements	differentiated	
treatment.	

There	are	several	mechanisms	that	providers	can	use	to	shape	traffic;	each	of	these	
mechanisms	has	different	characteristics.	Some	of	these	mechanisms	limit	a	flow	to	a	
certain	average	rate.	Other	mechanisms	allow	a	sender	to	periodically	“burst”	(i.e.,	send	
traffic	at	a	higher	rate	for	a	period	of	time	before	they	are	shaped	to	a	lower	sustained	
rate).	These	mechanisms	can	include	leaky	bucket,	token	bucket,	and	composite	shaping	
(which	combines	leaky	and	token	bucket	shaping)	[71].	

3.3.2.3 Resource	reservation	
Resource	reservation	is	a	technique	appropriate	for	applications	that	require	a	minimum	
level	of	network	resources	in	order	to	function	adequately.	Resources	can	be	statically	
configured	to	reserve	them	for	certain	users	or	application	traffic,	or	resource	reservation	
and	associated	admission	control	(denying	or	granting	application	requests	for	special	
treatment	of	certain	flows	based	on	availability	of	network	resources)	can	be	done	
dynamically	[72,73]. 

3.3.2.4 Routing	policies	
In	addition	to	packet	scheduling	policies,	classification	can	be	used	by	a	network	node	to	
assist	routing	decisions.	The	node,	which	may	be	connected	to	multiple	networks,	can	
attempt	to	optimize	the	QoE	for	certain	traffic	by	forwarding	it	to	a	path	with	QoS	
characteristics	that	may	be	aligned	with	the	traffic’s	requirements	such	as	lower	latency,	
lower	round-trip	time,	less	congestion,	etc.	

	

4 Differentiation	in	access	network	architectures	
Differentiation	techniques	are	most	often	deployed	in	the	access	and	aggregation	networks	
that	operate	close	to	end	users.	Differentiation	can	make	more	of	a	difference	in	the	lower	
speed	network	segments	near	the	network	edge	that	aggregate	smaller	numbers	of	flows,	
because	in	these	segments	the	relative	effect	of	each	flow	on	other	flows	is	magnified	
compared	to	the	highly	aggregated	segments	in	the	network	core.	When	differentiation	is	
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used	in	the	core	it	frequently	takes	the	form	of	routing	along	engineered	paths.	This	section	
focuses	on	the	architectures	and	access	technologies	deployed	near	the	network	edge.				

Broadband	networks	have	been	deployed	with	a	number	of	different	network	architectures	
and	access	types.	Several	of	these	network	types	have	developed	to	take	advantage	of	
existing	access	infrastructure	that	was	originally	deployed	for	other	services	–	for	example,	
telephone	service	over	twisted	copper	pairs	or	video	over	coaxial	cable.	Other	networks	
were	developed	to	meet	specific	needs,	such	as	for	mobility	or	for	access	in	remote	rural	
areas.	Most	broadband	networks	are	engineered	to	support	multiple	services	sharing	
common	infrastructure.	While	the	designs	differ,	they	are	conceptually	similar	to	the	
degree	that	they	are	designed	to	meet	similar	requirements.	Each	of	the	underlying	
broadband	access	networks	provides	a	means	to	isolate	services	from	one	another	at	the	
link	layer	(Layer	2)	by	creating	logical	channels.	In	DOCSIS	cable	networks	the	logical	
channels	are	called	service	flows,	in	telco	networks	they	are	called	VLANs,	and	in	3GPP	
mobile	networks	they	are	called	bearer	channels.	Each	broadband	access	technology	
includes	the	capabilities	to:	

● Classify	and	map	traffic	to	the	assigned	logical	channel.	

● Limit	the	rate	at	which	traffic	is	delivered	over	the	logical	channel.	
● Control	how	traffic	in	each	logical	channel	is	delivered	relative	to	other	channels	

when	contention	occurs.				
	

In	many	cases,	network	design	can	be	traced	to	the	characteristics	of	the	access	technology	
used.	Specific	access	technologies	can	present	unique	challenges	that	require	different	
approaches	to	differentiation	of	traffic	sent	over	the	access	link,	as	documented	in	the	
following	sections.		

4.1 Telco	fixed	broadband	network	architectures	
Telecom	broadband	networks	trace	their	heritage	to	the	telephone	networks	that	delivered	
analog	voice	service	over	twisted	copper	wire	pairs	(or	“loops”)	to	households	across	the	
developed	world	for	much	of	the	twentieth	century.	Digital	Subscriber	Loop	(DSL)	
technology	was	developed	to	support	broadband	data	services	over	these	same	copper	
loops.	While	optical	fiber	has	been	increasingly	deployed	in	the	access	network	and	
maximum	DSL	speeds	have	increased	by	orders	of	magnitude,	in	many	cases	copper	loops	
still	deliver	data	over	the	last	link	to	the	consumer.	The	evolution	from	voice	to	data	
networks	and	the	physical	challenges	imposed	by	the	copper	loop	environment	have	each	
influenced	how	telco	broadband	network	architectures	have	evolved.		

The	Broadband	Forum	(BBF)	has	specified	architectures	for	broadband	access	through	a	
series	of	technical	reports	[74,75].	A	representative	architecture	for	the	Multi-Service	
Access	Network	is	shown	in	Figure	3	below.	In	the	figure,	traffic	is	transported	over	a	
regional	access	network	between	the	network’s	interconnection	interface	to	other	
networks	(interface	A10)	and	the	interfaces	to	customer	equipment	(interface	T).	The	
points	at	which	traffic	may	be	differentiated	can	be	examined	by	tracing	the	path	of	
Internet	access	traffic	sent	from	other	networks	to	the	subscriber.	This	traffic,	sourced	by	a	
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server	in	a	remote	network,	is	transported	across	the	remote	network	and	possibly	one	or	
more	intermediate	transport	networks	(labeled	NSP2)	before	arriving	at	the	
interconnection	point	A10	for	the	destination	network.	The	traffic	enters	and	is	
transported	across	the	regional	IP	network	at	the	IP	layer	(Layer	3).	At	nodes	in	the	
regional	network,	the	traffic	is	aggregated	with	Internet	access	traffic	destined	for	other	
subscribers	and	may	be	scheduled	along	with	traffic	associated	with	other	IP	services,	
using	DSCP	markings	or	other	means	of	classification	to	determine	the	differentiated	
treatment	provided	during	scheduling.	

	 	
Figure	3:	Broadband	Multi-Service	Reference	Model	[74]	

A	node	called	the	Broadband	Network	Gateway	(BNG)	provides	the	primary	interface	
between	the	IP-based	networks	on	the	left	and	the	Layer	2	network	–	so	called	because	
with	few	exceptions,	the	nodes	within	this	network	ignore	any	packet	information	above	
the	Layer	2	(e.g.,	Ethernet)	header	–	extending	to	the	subscriber	on	the	right.	The	BNG	may	
also	provide	per-subscriber	shaping	to	enforce	each	subscriber’s	service	rate,	and	
scheduling	to	enforce	policy	between	subscribers.	Finally,	the	BNG	may	isolate	each	
subscriber’s	Internet	access	traffic	into	a	separate	VLAN	for	transport	across	the	access	
network	(note	that	there	are	variations	in	how	isolation	is	implemented	by	different	
network	operators,	including	isolation	by	subscriber	and	isolation	by	type	of	service).	

The	Multi-Service	Access	Network	supports	a	variety	of	IP	services	in	addition	to	Internet	
access,	including	residential	services	such	as	IPTV	and	voice.	Traffic	for	these	services	may	
come	from	network	providers	(NSP2)	or	application	providers	(ASP1)	across	A10	as	IP	
traffic,	or	(for	services	such	as	Layer	2	business	connectivity),	from	another	network	
provider	(labeled	NSP1)	as	Ethernet	or	other	Layer	2	traffic.	This	traffic	may	be	multiplexed	
with	Internet	access	traffic	in	the	regional	or	access	network	as	shown,	and	may	be	
scheduled	alongside	Internet	access	traffic	to	generate	the	desired	QoS	for	each	service.	

The	last	links	used	in	these	networks	to	reach	the	customer	typically	run	over	either	
twisted	copper	pairs	known	as	Digital	Subscriber	Loops	(DSL)	or	optical	fibers,	which	may	
be	either	shared	between	multiple	customers	as	Passive	Optical	Networks	(PON)	or	
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dedicated	to	a	single	customer.	Each	access	medium	has	different	characteristics,	some	of	
which	lend	themselves	to	specific	differentiation	techniques:	

● Digital	Subscriber	Loop	(DSL).	DSL	technology	is	used	to	provide	broadband	
access	across	twisted	pair	copper	loops.	Depending	on	the	network	design,	DSL	
technology	and	loop	length,	the	capacity	available	across	the	DSL	link	may	range	
from	one	to	hundreds	of	megabits	per	second	(Mbps).	Of	particular	interest	are	links	
that	provide	capacity	on	the	order	of	20	to	40	Mbps,	which	is	high	enough	to	
support	both	IPTV	and	Internet	access	services,	but	which	may	not	support	both	
services	concurrently	at	their	maximum	expected	rates.	Under	these	conditions,	
IPTV	traffic	may	be	prioritized	to	prevent	interruption	of	video	programming	when	
the	DSL	link	becomes	congested	[76].	

● Optical	Fiber.	The	optical	fibers	over	which	Passive	Optical	Networks	(PONs)	
transmit	can	carry	gigabits	per	second.	However,	PONs	can	be	shared	by	32	or	more	
customers,	so	shaping	and	scheduling	(frequently	performed	at	the	BNG)	enforce	
policy	in	the	downstream	direction.	In	the	upstream	direction,	only	one	customer	on	
the	PON	can	transmit	data	at	any	given	time.	The	specification	for	granting	
upstream	allocations	includes	provisions	for	differential	treatment	including	
weighting,	prioritization,	and	guaranteed	bandwidth	[77].	

4.2 Cable	operator	network	architectures	
Cable	networks	were	originally	deployed	to	deliver	television	services	to	subscribers	over	
coaxial	cables.	Starting	in	the	1990s,	these	networks	evolved	to	support	two-way	data	
communication	and	have	since	seen	several	generations	of	the	Data	Over	Cable	Service	
Interface	Specifications	(DOCSIS)	standards	that	specify	how	broadband	access	services	are	
provided	to	residential	and	small-to-medium	business	customers	[78].	As	with	telecom	
networks,	the	architectures	of	modern	Hybrid	Fiber/Coaxial	(HFC)	cable	networks	have	
been	influenced	both	by	their	history	and	by	the	mix	of	services	they	offer.				

A	single	cable	system	typically	serves	a	metropolitan	area,	including	outlying	communities.	
An	example	of	a	cable	system	is	shown	in	Figure	4	below.	In	a	typical	cable	system,	a	hub	
site	might	provide	service	to	an	area	consisting	of	10,000	to	20,000	households.	The	hub	
site	connects	a	hybrid	fiber-coax	portion	of	the	cable	network	(the	“Access	Network”)	to	
the	regional	data	network	via	the	Cable	Modem	Termination	System	(CMTS),	which	
connects	IP	services	to	customers'	cable	modems	[79].6		

																																																								
6	In	some	cable	systems,	some	or	all	of	the	access	network	is	deployed	using	Ethernet	Passive	Optical	
Network	(EPON)	technology	instead	of	HFC.	CableLabs	DOCSIS	Provisioning	of	EPON	(DPoE)	specifications	
allow	EPON	devices	to	mimic	the	functionality	of	a	DOCSIS	CMTS	and	cable	modem.	
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Figure	4:	Example	Cable	System	

In	the	access	network,	cable	spectrum	is	divided	into	channels	as	specified	by	DOCSIS,	
which	in	turn	are	grouped	into	Service	Groups	[79].	Each	Service	Group	consists	of	a	set	of	
upstream	and	downstream	DOCSIS	channels	whose	total	capacity	is	shared	by	a	number	of	
cable	modems.	Each	cable	modem	typically	serves	one	customer.	A	single	CMTS	supports	
dozens	of	Service	Groups,	with	each	Service	Group	providing	service	to	dozens	of	
customers.	The	total	capacity	of	each	Service	Group	can	be	managed	to	provide	the	desired	
performance	to	the	customers	served	by	that	group.	Services	are	shaped	and	scheduled	in	
the	CMTS,	and	bandwidth	for	specific	services	may	be	reserved	to	enforce	policy,	manage	
contention,	and	provide	each	service’s	QoS.	In	DOCSIS,	services	are	configured	using	
Service	Flows,	which	are	uni-directional	(upstream	or	downstream)	logical	channels	
between	a	CMTS	and	a	cable	modem	[79].		Each	cable	modem	can	support	a	dozen	or	more	
Service	Flows,	though	for	basic	residential	broadband	service	only	two	are	configured	(one	
upstream	and	one	downstream).	Each	Service	Flow	is	configured	with	a	QoS	using	controls	
that	include	rate	shaper	parameters,	reserved	rate	and	traffic	priority,	allowing	services	to	
be	optimized	for	applications	such	as	digital	phone	service	or	business	service	level	
agreements	(SLAs).	IP	packets	are	classified	into	Service	Flows	by	classifiers	in	the	cable	
modem	(for	upstream	flows)	or	the	CMTS	(for	downstream	flows)	[79].		

One	example	of	service	differentiation	in	cable	systems	is	the	hosting	of	public	WLAN	
hotspots	in	residential	gateways,	as	described	in	Section	4.6.		

4.3 Satellite	Internet	
Satellite	is	used	by	a	variety	of	Service	Providers	to	deliver	broadband	services	that	include	
Internet	access	service,	voice,	video,	and	enterprise	business	applications.	While	often	used	
as	a	secondary	option	to	terrestrial	broadband	when	addressing	challenged	service	areas,	it	
is	also	used	by	a	number	of	providers	as	the	primary	option	in	delivery	of	broadband	
services	[80,81,82].	The	use	of	satellite	faces	a	number	of	unique	challenges	when	
compared	to	terrestrial	alternatives.	This	stems	from	the	significant	propagation	delays	of	
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Geosynchronous	Earth	Orbit	(GEO)	satellites	and	the	variable	propagation	delays	and	loss	
inherent	to	Low-Earth	Orbit	(LEO)	satellites	[83].			Given	the	implications	of	high	and	
variable	latency,	link	impairments,	asymmetry	and	packet	loss,	traffic	differentiation	plays	
a	key	role	in	maximizing	the	usability	of	satellite	in	delivering	broadband	services.			

	
Figure	5:	Satellite	access	architecture	[84]	

While	traffic	differentiation	may	be	performed	at	both	base	station	and	remote	sites,	the	
focal	point	is	at	the	base	station	where	traffic	flows	are	multiplexed	to	the	satellite	uplink.	
Both	base	station	and	remote	sites	possess	the	QoS	capabilities	of	a	traditional	IP	router	
(classification,	marking,	scheduling,	shaping),	with	added	requirements	for	cross-layer	
communication	with	data-link	(layer	2)	and	physical	(layer	1)	layers.	Due	to	the	unique	
receive	conditions	of	each	remote	terminal	(clear	sky,	rain	fade,	interference),	bandwidth	
resources	will	vary	per	site;	thereby	compromising	efficient	utilization	of	the	return	link	
and	any	meaningful	enforcement	of	quality	of	service	(QoS)	service	level	agreements	
(SLAs).	To	address	this	issue,	dynamic	bandwidth	allocation	schemes	use	a	feedback	loop	
from	remote	sites	to	base	stations	to	communicate	the	status	of	bandwidth	demand	and	the	
conditions	of	the	satellite	interface.	With	such	information	available,	the	base	station	is	able	
to	assign	bandwidth	to	its	multiplexed	traffic	flows	in	a	more	deterministic	manner.		

An	additional	method	in	which	satellite	architectures	facilitate	traffic	differentiation	is	
through	the	use	of	Performance	Enhancing	Proxies	(PEPs)	with	split	connection	
capabilities.	PEPs	have	been	used	to	improve	the	performance	of	protocols	across	
networks	with	suboptimal	link	or	subnetwork	characteristics	[85].	PEPs	have	no	inherent	
layer	restrictions	and	may	be	implemented	in	isolation	or	through	cross-layer	coordination	
in	order	to	achieve	holistic	performance	improvements.	Satellite	networks	have	used	a	
variety	of	PEPs	such	as	TCP	compression/acceleration,	HTTP	compression/acceleration,	
Link-layer	compression,	HTTP	caching,	and	TCP	spoofing	[85,86].	In	the	context	of	traffic	
differentiation,	TCP	PEPs	may	be	used	to	give	priority	to	urgent,	interactive	connections	
while	lower	priority	connections	would	yield	bandwidth	resources	by	slowing	or	being	
suspended	when	bandwidth	congestion	arises.	This	process	may	be	performed	by	steering	
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TCP	connections,	based	upon	DSCP	classifier,	to	the	TCP	PEP	where	they	may	be	
compressed	and/or	accelerated.	All	other	TCP	connections	follow	the	normal	data	path	and	
are	not	affected	by	the	TCP	PEP.	

4.4 Mobile	(3GPP)	architecture	
Like	their	fixed	telco	counterparts,	mobile	networks	have	evolved	from	voice-only	to	a	rich	
mix	of	data	and	voice	services	on	the	network.	Mobile	networks,	however,	face	a	number	of	
unique	challenges	to	delivery	across	the	radio	access	network,	including	but	not	limited	to:	
rapidly	changing	performance	as	a	user	moves	within	a	cell;	the	need	to	hand	users	over	
from	one	cell	to	another;	finite	spectrum	and	interference	from	other	cells;	and	aggregate	
capacity	limitations	that	constantly	change	as	users	move,	among	other	things.		

The	Third	Generation	Partnership	Project	(3GPP)	and	other	organizations	have	specified	
sophisticated	QoS	mechanisms	to	cope	with	the	dynamic	mobile	environment	[87].	This	
report	focuses	on	the	LTE	(and	LTE-A)	specifications	developed	by	the	3GPP,	as	these	
specifications	enabled	the	first	end-to-end	all-IP	mobile	networks,	are	supported	by	most	
mobile	network	operators,	and	provide	the	architecture	for	most	current	and	near	future	
mobile	networks	[88,89].		

	
Figure	6:	LTE	Architecture	[90,91]	

Figure	6	shows	a	simplified	version	of	the	3GPP	LTE	architecture.	In	this	architecture,	
traffic	is	transported	between	a	subscriber’s	user	equipment	(UE)	and	remote	endpoints	
across	the	Evolved	Packet	System	(EPS),	which	includes	the	Evolved	Node-B	(eNB)	base	
station,	the	Serving	Gateway	(S-GW),	and	the	Packet	Data	Network	Gateway	(PDN	GW).	
LTE	networks	typically	have	many	eNBs	and	S-GWs	to	serve	mobile	users,	and	multiple	
PDN	GW	interfaces	to	other	networks	through	which	traffic	may	be	routed,	depending	on	
whether	the	traffic	is	associated	with	Internet	access,	voice	service,	or	a	different	service	
such	as	a	business	VPN.		
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LTE	uses	EPS	bearers	(three	of	which	are	shown	in	Figure	6)	to	isolate	and	differentiate	
between	services	across	the	EPS	[92].	An	EPS	bearer	is	a	connection	set	up	between	a	user	
equipment	and	an	interface	linking	a	PDN	GW	to	an	external	network,	and	is	identified	by	
three	characteristics:	the	user	equipment	at	one	end;	the	PDN	GW	interface	at	the	other	
end;	and	a	QoS	profile	that	identifies	the	performance	objectives	associated	with	the	traffic.	
The	QoS	profile	contains	several	parameters	including	the	QoS	Class	Indicator	(QCI),	which	
defines	a	number	of	QoS-related	characteristics	for	the	bearer	as	shown	in	Table	1.		

	
Table	1:	Standardized	QCI	types	[92]	

Multiple	nodes	in	the	Evolved	Packet	System	play	a	role	in	implementing	QoS	and	policy	
management:		

● The	Policy	and	Charging	Rules	Function	(PCRF)	uses	available	network	information	
and	operator-configured	policies	to	create	service	session-level	policy	decisions	
[93].	

● The	Policy	and	Charging	Enforcement	Function	(PCEF)	located	in	the	PDN	GW	
enforces	the	policy	decisions	forwarded	from	the	PCRF	by	establishing	bearers,	
mapping	service	data	flows	to	bearers,	and	performing	traffic	policing	and	shaping	
[93].	

● Both	the	eNB	and	the	user	equipment	may	allocate	bandwidth	and	schedule	traffic	
using	the	parameters	associated	with	each	bearer.	

Mobile	networks	have	always	relied	on	tight	performance	requirements	in	the	backhaul	
networks	that	transport	traffic	between	cellular	base	stations	and	the	nodes	that	make	up	
the	mobile	core.	As	those	backhaul	networks	have	migrated	from	time	division	
multiplexing	(TDM)/synchronous	optical	networking	(SONET)	to	IP	packet	networks,	
differentiation	techniques	have	been	key	to	ensuring	that	the	most	time	sensitive	traffic	is	
transported	with	minimum	delay.		

Industry	standards	provide	guidance	for	network	operators	implementing	mobile	backhaul	
[94,95].	One	standard	defines	up	to	four	classes	of	service	with	increasingly	stringent	
performance	requirements	to	enable	bearer	traffic	with	time-sensitive	QCIs	to	be	
scheduled	first	over	Ethernet-based	services	[94].	Another	provides	support	for	multiple	
classes	of	service,	including	the	classes	identified	by	the	first	standard,	over	MPLS	
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networks	[95].	When	these	standards	are	used,	bearers	are	mapped	based	on	QCI	value	
into	the	appropriate	class	of	service	and	then	scheduled	within	the	backhaul	network	to	
achieve	the	necessary	performance.	

4.5 Fixed	wireless	network	architecture	

Fixed	wireless	access	networks	frequently	serve	rural	areas	that	are	characterized	by	long	
distances	between	subscribers	and	lack	of	high-speed	wired	communications	
infrastructure.	As	a	result,	these	networks	frequently	make	use	of	multiple	wireless	links,	
both	in	the	“last	mile”	used	to	reach	the	subscriber	and	in	the	“middle	mile”	backhaul	and	
aggregation	links	that	send	traffic	between	towers.	These	links	are	subject	to	capacity	
limits	and	performance	variation	based	on	the	spectrum	used	and	atmospheric	conditions.		

	

Figure	7:	Example	fixed	wireless	access	network	architecture	

Figure	7	shows	an	example	fixed	wireless	access	network.	In	the	figure,	downstream	traffic	
is	classified	and	any	differentiated	treatment	is	applied	at	the	edge	router	on	the	left	where	
the	wireless	Internet	service	provider	(WISP)	network	interconnects	to	other	networks.	
Routers	at	each	relay	tower	may	schedule	traffic	as	necessary,	and	per-service	shaping	to	
subscriber	service	rates	is	typically	performed	at	access	node	towers	such	as	the	ones	
shown	on	the	right.	Most	WISPs	provide	business-grade	Internet	access	services	in	
addition	to	consumer-grade	services,	and	some	offer	business	connectivity	services	as	well.					

4.5.1 Middle	Mile	

Most	middle-mile	links	in	WISP	networks	use	5	GHz	unlicensed	spectrum,	which	with	
modern	equipment	can	deliver	100	to	200	Mbps	over	distances	of	20	miles	or	more	[96]	
and	which	make	it	feasible	to	deploy	service	to	remote	and	sparsely	populated	areas.	As	
demand	for	capacity	has	grown,	WISPs	have	begun	to	deploy	fiber	middle-mile	connections	
where	they	are	available,	supplemented	with	microwave	backhauls	in	licensed	spectrum	in	
core	areas.	Short	range,	gigabit	capacity	radios	using	unlicensed	24	GHz	spectrum	have	also	
become	popular	for	short	backhaul	links	[97].	
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Despite	the	increased	capacity	of	the	middle-mile	options	available	to	WISPs,	exponential	
increases	in	demand	continue	to	strain	capacity	limits.	This	has	led	to	a	rise	in	the	use	of	
packet	processing	systems	by	WISPs,	to	shape	network	flows	and	more	efficiently	use	
capacity	in	overloaded	backhauls	[98].			End-user	data	can	traverse	a	daisy-chain	of	
multiple	middle-mile	microwave	connections	before	reaching	a	fiber	backhaul.	In	this	
environment,	differentiated	treatment	can	enable	delivery	of	services	with	predictable	
jitter	and	latency.					

4.5.2 Last	Mile	
The	“last	mile”	links	in	a	WISP	are	typically	point-to-multipoint	links	in	which	one	tower	
serves	multiple	subscribers.	A	typical	unlicensed	access	point	has	a	variable	capacity	that	
depends	on	spectrum	interference	levels,	channel	sizes,	distance	of	customers	from	the	
access	point	and	propagation	characteristics	of	the	spectrum	utilized.	Under	real-world	
conditions,	a	modern	fixed	wireless	access	point	with	20	Mhz	of	clear	spectrum	may	have	a	
capacity	of	up	to	50	Mbps	[99].		Without	differentiated	treatment,	a	small	number	of	high	
bandwidth	video	streams	can	consume	most	of	the	capacity	of	the	access	point,	leading	to	
degraded	service	for	the	rest	of	the	end	users.	Configuring	rate	limits	on	flows	such	as	
video	streams	is	one	tool	used	by	WISPs	to	ensure	the	access	point	approaches	but	never	
reaches	the	point	of	overload	without	blocking	services.	This	allows	for	a	significant	
increase	in	oversubscription	levels	without	a	noticeable	decrease	in	performance	to	the	
end	user	[100].	For	WISP	customers	in	remote	areas	with	limited	alternatives,	this	is	one	of	
the	few	ways	to	provide	a	quality	user	experience	without	upgrading	every	segment	
between	the	end-user	and	the	network	core.	 	

4.6 Wireless	LAN	Public	Hotspot	Networks	
Wireless	Local	Area	Networks	(WLANs)	based	on	IEEE	802.11	radio	technology	are	
frequently	used	to	provide	wireless	broadband	access	to	users	at	homes,	enterprises,	and	
venues	such	as	restaurants,	stores,	and	airports.	These	WLANs	can	generally	be	considered	
as	an	extension	of	any	of	the	network	architectures	discussed	above.	From	a	differentiation	
and	subscriber	viewpoint,	they	can	be	categorized	in	several	ways:	
	

• Home	WLANs	are	generally	considered	private	(although	many	have	little	or	no	
security,	they	are	still	intended	only	for	use	by	members	and	guests	of	the	
household).	With	the	exception	of	the	shared	WLAN	technologies	discussed	below,	
they	are	not	considered	further.	

	

• Venue-based	WLANs	and	public	hotspots	may	be	designed	for	larger	populations	
and	may	implement	policies	to	prevent	misuse,	including:	isolation	of	devices	so	
that	they	cannot	communicate	directly	with	each	other	on	the	WLAN	to	prevent	
LAN-based	attacks	(although	devices	that	need	to	communicate	can	still	do	so	
through	the	IP	layer);	and	limiting	individual	users’	rates	to	prevent	any	one	user	
from	monopolizing	the	available	WLAN	bandwidth.	Some	of	these	venues	also	offer	
multiple	tiers	of	service	shaped	to	different	rates.	
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Of	particular	interest	are	public	hotspot	networks	with	multiple	geographic	locations	and	
centralized	management,	such	as	those	operated	by	fixed	and	mobile	network	providers	
and	over-the-top	(OTT)	WLAN	network	operators	[101,102].			In	a	number	of	these	
networks,	subscribers	use	in-home	wireless	routers	that	support	separate	logical	WLANs	–	
one	WLAN	for	the	subscriber’s	private	use	and	a	second	WLAN	for	use	as	a	public	hotspot.	
A	broadband	network	provider	can	either	manage	the	hotspot	as	an	extension	of	their	
network	or	contract	with	an	OTT	WLAN	provider	to	manage	the	service.	Conversely,	an	
OTT	WLAN	provider	can	manage	a	hotspot	with	or	without	coordinating	with	the	
subscriber’s	broadband	provider.	When	the	broadband	provider	is	involved	in	managing	
the	hotspot,	the	management	domain	covers	both	the	WLAN	network	and	its	upstream	
connectivity	–	otherwise,	the	management	domain	only	covers	the	WLAN	network.	
Depending	on	the	scope	of	the	hotspot	operator’s	management	domain,	the	following	
options	may	be	available	to	differentiate	the	treatment	of	public	WLAN	traffic	compared	to	
the	subscriber’s	private	traffic:	
	

• Within	the	WLAN,	public	traffic	can	be	scheduled	and	shaped	so	that	it	does	not	
impact	the	subscriber’s	traffic.	

• In	the	uplink,	public	traffic	can	be	isolated	from	the	subscriber’s	traffic	in	a	separate	
logical	broadband	connection,	with	a	firewall	between	the	WLANs.		

• In	the	broadband	network,	public	traffic	can	be	excluded	so	that	it	does	not	count	
against	subscriber	usage	limits.	

		
In	a	fully	managed	solution	the	operator	may	choose	to	apply	differentiation	techniques	
applicable	to	the	access	network	technology	used	along	with	those	available	in	the	WLAN	
specifications.	In	a	solution	where	the	operator	only	manages	the	WLAN	network	device,	
only	WLAN	specific	differentiation	techniques	are	available	to	the	operator.	The	
differentiation	techniques	may	be	used	to	isolate	public	traffic	from	subscriber	traffic	that	
is	using	the	WLAN,	as	well	as	aiding	in	the	seamless	handover	between	WLANs	and	cellular	
networks.	

4.7 Network	Function	Virtualization	(NFV)		
Network	operators	are	beginning	to	deploy	Network	Function	Virtualization	(NFV)	in	the	
above	architectures	to	make	them	more	flexible	and	responsive	to	changing	business	and	
technical	requirements.	NFV	allows	network	operators	to	implement	functions	as	software	
in	virtual	machines	using	commoditized	hardware,	instead	of	in	dedicated	hardware	
appliances.	NFV	hardware	is	often	deployed	in	data	centers,	central	offices	or	other	
locations	where	pooled	resources	can	be	managed	and	orchestrated;	however,	some	
network	operators	are	also	experimenting	with	hosting	network	functions	in	lightweight	
“containers”	(a	lower	overhead	alternative	to	virtual	machines)	and	in	smaller	hardware	
resources	distributed	at	the	edge	of	the	network.	

NFV	has	several	implications	for	the	differentiated	treatment	of	Internet	traffic:	
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• Virtualization	of	network	functions	makes	it	possible	to	deploy	and	modify	these	
functions	much	more	flexibly	in	response	to	new	service	offerings	and	
requirements.	For	example,	virtualized	traffic	shapers	or	firewalls	can	be	deployed	
in	the	logical	paths	where	they	are	needed	without	physically	deploying	new	
hardware	across	the	network	perimeter.	

• NFV	can	facilitate	new	services	that	may	be	impractical	with	conventional	
approaches.	For	example,	by	virtualizing	the	routing	and	network	address	
translation	(NAT)	functions	in	residential	gateways,	network	operators	have	better	
visibility	of	flows	to	optimize	features	such	as	parental	control	of	children’s	online	
activities.		

• Conversely,	NFV	has	the	potential	to	degrade	performance	by	introducing	additional	
latency	or	jitter	in	the	physical	path.	For	example,	traffic	flows	may	need	to	be	
“steered”	through	a	sequence	of	network	functions;	if	those	functions	are	hosted	at	
distant	network	locations,	the	latency	of	those	flows	may	suffer.	Standards	bodies	
and	the	broader	networking	research	community	are	actively	exploring	the	
performance	and	security	of	NFV,	as	well	as	designing	architectures	and	algorithms	
for	improved	management	and	orchestration	[103].	

• Since	virtual	machines	can	be	isolated,	NFV	allows	network	operators	to	host	
functions	that	are	deployed	and	managed	by	third	parties.	For	example,	a	content	
provider	might	perform	CDN	functions	such	as	caching	or	server	selection	on	the	
network	provider’s	NFV	infrastructure,	improving	performance	for	that	content.	

5 Examples	
Network	operators	often	deliver	multiple	services	such	as	Internet	access	plus	other	IP-
based,	non-Internet	services	over	a	common	infrastructure.	The	examples	in	this	section	
illustrate	multiple	services	being	delivered	over	common	infrastructure	each	with	their	
own	delivery	requirements	using	the	differentiation	techniques	described	earlier	in	this	
report.			

5.1 Interactive	service	differentiation	
Interactive	applications	and	services	often	have	stringent	delivery	requirements	to	meet	
the	interactive	nature	of	the	application	or	service.	Example	applications	or	services	
include	voice	and	video.				

5.1.1 Effects	of	carrier	grade	interactive	voice	on	Internet	access	
services	

Interactive	voice	is	a	real-time	application	that	requires	low	network	delay	and	jitter	in	
order	to	provide	a	good	QoE	to	the	user	[104].	While	jitter	buffers	can	compensate	for	a	
limited	amount	of	jitter,	they	add	to	the	average	end-to-end	delay,	which	in	turn	places	
more	stringent	requirements	on	the	network’s	contribution	to	end-to-end	delay.	Hence	the	
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engineering	of	carrier	grade	voice	services	seeks	to	minimize	both	delay	and	jitter	in	the	
network.	

Carrier	grade	voice	services	commonly	rely	on	a	combination	of	“connection	admission	
control”	(allowing	new	calls	only	if	there	are	sufficient	network	resources)	and	bandwidth	
reservation.	Carrier	grade	voice	traffic	may	also	be	prioritized	and	scheduled	ahead	of	
traffic	for	Internet	access	services	on	networks	carrying	both	types	of	traffic.		

3GPP	mobile	networks	and	some	fixed	networks	use	the	IP	Multimedia	Subsystem	(IMS)	
for	call	admission	control	and	bandwidth	reservation	[105].	The	IMS	creates	new	voice	
bearers,	differentiated	by	the	5-tuple	(Section	3.2),	and	scheduled	via	a	combination	of	
resource	admission	control	and	priority.	IMS	allows	3rd-party	voice	providers	to	request	
differentiation	and	QoS	for	mobile	roaming	users.	More	commonly,	3rd-party	voice	
providers	mark	packets	with	a	differentiated	services	code	point	requesting	appropriate	
treatment	[9].	

Cable	networks	(Section	4.2)	use	PacketCable™	[106]	for	the	call	admission	control	and	
bandwidth	reservation.	Similar	to	how	IMS	works,	PacketCable	dynamically	creates	service	
flows	for	the	admitted	calls.	The	dynamic	service	flows	are	differentiated	by	the	5-tuple,	
assigned	bandwidth	and	priority,	and	scheduled.	

Telco	networks	(Section	4.1)	use	Ethernet	VLANs,	and	IP	DSCP	markings,	and	priority	code	
points	to	isolate,	schedule,	and	route	carrier	grade	voice	traffic.	

Carrier	grade	voice	traffic,	which	is	transported	over	UDP,	is	differentiated	primarily	to	
mitigate	degradation	in	its	QoE	in	converged	networks,	caused	by	TCP	traffic	competing	for	
resources.	Because	TCP	tends	to	fill	up	the	queue	feeding	a	congested	link,	it	increases	the	
delay	and	jitter	experienced	by	all	traffic	in	the	same	queue	–	which	includes	voice	traffic	if	
it	is	not	differentiated.	There	are	two	fundamental	approaches	to	improving	voice	QoE,	
both	of	which	remove	the	voice	traffic	from	the	queue	used	by	TCP	traffic.	One	approach	is	
to	divert	voice	traffic	to	another	network	path	engineered	to	the	purpose,	and	the	other	is	
to	queue	voice	traffic	separately	and	schedule	it	before	TCP	traffic.	Neither	of	these	
approaches	degrades	QoE	for	the	TCP	traffic:	

• If	voice	traffic	is	diverted	to	another	path,	the	TCP	traffic	benefits	in	that	it	no	longer	
competes	with	the	voice	traffic.		

• If	voice	is	prioritized	over	TCP	traffic,	the	TCP	traffic	maintains	the	same	QoE	as	it	
would	without	prioritization.	This	is	true	because	both	the	capacity	used	by	voice	
traffic	(sent	over	UDP,	which	does	not	change	rate	in	response	to	congestion)	and	
the	overall	capacity	of	the	network	links	are	independent	of	whether	or	not	the	
voice	traffic	is	prioritized.	Simple	subtraction	shows	that	the	remaining	capacity	
available	for	TCP	traffic	–	that	is,	the	difference	between	the	overall	capacity	and	the	
capacity	used	by	voice	–	is	also	independent	of	whether	or	not	the	voice	traffic	is	
prioritized.		The	only	observable	difference	in	the	QoE	of	the	TCP	traffic	is	an	
increase	in	delay	variation	relative	to	the	optimal	delay.	If	the	increase	is	relatively	
small	TCP	performance	will	not	be	adversely	affected.	Since	TCP	is	insensitive	to	
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moderate	amounts	of	relative	delay	variation,	its	QoE	is	not	affected	by	the	
prioritization	of	the	voice	traffic.	

In	either	case,	differentiation	can	provide	a	significant	benefit	to	the	QoE	for	voice	traffic	
without	degrading	the	QoE	for	the	TCP	traffic.	

5.1.2 Managing	the	impact	of	streaming	video	on	other	traffic	
A	typical	video	stream,	as	sent	by	a	server,	consists	of	a	series	of	large	bursts	of	traffic,	or	
“chunks,”	where	each	chunk	consists	of	multiple	packets	transmitted	as	quickly	as	possible.	
Sequential	chunks	are	separated	by	time	periods	that	can	span	seconds	[107].	The	
transmission	rate	for	each	chunk	is	much	higher	than	the	average	rate	of	the	encoded	
stream,	which	is	a	function	of	the	average	chunk	size	and	the	time	between	chunks.7	The	
video	client	buffers	the	chunks	and	then	plays	them	out	at	the	encoded	rate.	

When	a	chunk	from	a	video	stream	arrives	at	a	bottleneck	link,	it	can	cause	significant	
delay	and	jitter	for	other	traffic	sharing	the	same	link,	causing	severe	degradation	in	the	
QoE	of	time-sensitive	applications	such	as	interactive	voice.	This	problem	can	be	mitigated	
via	a	technique	known	as	pacing	[110],	in	which	the	video	stream	is	differentiated	and	
traffic	shaped	to	a	rate	equal	to	or	greater	than	the	stream’s	average	rate,	but	still	lower	
than	the	bottleneck	link’s	rate.	Pacing	spaces	out	the	video	packets	in	time,	allowing	other	
traffic	in	between	the	chunks	and	in	doing	so	may	reduce	the	latency	and	jitter	experienced	
by	other	traffic.	Since	the	first	packet	in	each	chunk	is	not	delayed,	the	net	effect	of	pacing	
on	streaming	video	is	to	deliver	video	packets	to	the	receiver	at	a	more	consistent	rate	
without	creating	any	additional	delay	in	video	playback.	In	effect,	network	pacing	performs	
the	same	“smoothing”	function	in	the	received	video	content	that	the	receive	buffer	in	the	
video	client	would	have	performed	had	the	chunks	been	received	in	discrete	high	speed	
bursts,	so	the	QoE	for	the	streaming	video	may	be	maintained	because	the	content	in	each	
chunk	is	still	received	before	the	decoder	needs	it.	

Pacing	is	an	example	of	differentiated	treatment	that	is	implemented	in	mobile	networks	
and	that	acts	on	the	traffic	within	Internet	access	services.	It	may	also	be	implemented	by	
the	sending	service	or	application,	reducing	the	need	for	differentiation	in	the	network.	As	
noted	above,	this	technique	can	improve	the	QoE	for	other	traffic	without	degrading	the	
QoE	for	OTT	video	streams.	

5.2 Transmission	Control	Protocol	(TCP)	performance	optimizations		
Transmission	Control	Protocol	(TCP)	is	the	dominant	transport	protocol	used	in	the	
Internet.	The	protocol	is	designed	to	deliver	traffic	reliably	from	one	endpoint	to	another,	
as	quickly	as	the	network	will	allow	[17].	Under	certain	network	and	traffic	conditions	
however,	the	protocol	can	perform	poorly	and	can	even	contribute	unnecessarily	to	
network	congestion.	Two	key	elements	of	the	protocol’s	design	are:	
																																																								
7	Most	modern	over-the-top	video	streams	use	adaptive	rate	technology:	the	server	offers	each	video	at	
multiple	bitrates,	and	receivers	request	the	best	rate	supported	by	the	network,	switching	between	rates	mid-
flow	if	necessary	to	avoid	stalling	[108,109].	
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• TCP	provides	reliable	delivery	by	having	the	receiver	acknowledge	receipt	of	traffic	
from	the	sender.	If	no	acknowledgement	is	received	within	some	time	frame,	the	
sender	will	assume	that	the	unacknowledged	packet	is	lost	and	will	retransmit	it.	
The	sender	may	also	reduce	the	number	of	unacknowledged	packets	it	sends	into	
the	network	based	on	the	assumption	that	the	loss	was	due	to	congestion.		

• TCP	adapts	to	available	capacity,	increasing	the	amount	of	traffic	it	sends	until	it	
detects	congestion.	One	consequence	of	this	is	that	when	there	is	enough	traffic	to	
send,	TCP	virtually	guarantees	that	it	will	create	recurring	momentary	congestion	at	
some	point	in	its	network	path	[111].	This	effect	exists	by	design,	and	it	cannot	
necessarily	be	eliminated	by	increasing	capacity.8		

When	there	is	a	large	amount	of	upstream	traffic	–	especially	in	networks	with	asymmetric	
speeds	and	capabilities	(e.g.,	mobile,	satellite)	–	upstream	congestion	from	one	or	more	
TCP	flows	can	cause	acknowledgements	associated	with	downstream	flows	to	be	dropped.	
This	degrades	performance	and	may	add	to	congestion	in	the	downstream	direction,	
because	downstream	traffic	that	was	sent	and	received	must	now	be	sent	again.	It	also	
causes	a	multiplicative	effect	in	that	one	upstream	flow	can	degrade	the	performance	of	
many	downstream	flows	[112].		

Satellite	and	cellular	networks	commonly	prioritize	empty	acknowledgements	(i.e.,	packets	
that	include	the	acknowledgement	flag	but	no	data)	to	mitigate	the	above	issues	[113].	
Empty	acknowledgements	are	short	packets	that	create	only	minimal	delay	for	other	traffic	
if	they	are	prioritized,	so	this	use	of	prioritization	either	does	no	harm	(when	there	is	no	
congestion)	or	results	in	a	net	performance	gain	(when	congestion	is	present).	Some	home	
routers	also	allow	users	to	prioritize	outgoing	acknowledgements	[114].		

Another	TCP	performance	optimization	commonly	used	is	in	the	transition	between	
dissimilar	networks.	For	example,	a	mobile	network	includes	a	radio	access	link	with	high	
latency	and	moderate	packet	loss	(some	of	which	is	due	to	transmission	errors	rather	than	
congestion),	which	interconnects	with	wired	networks	having	low	latency	and	low	loss.	In	
this	environment,	a	client	(in	the	high	latency/moderate	loss	environment)	can	struggle	to	
get	a	TCP	connection	up	to	speed,	which	affects	application	performance.	Network	based	
techniques	are	often	also	used	to	mitigate	this.	For	example,	a	proxy	may	convert	from	a	
TCP	model	suitable	for	low-loss/low-latency	networks	to	one	suitable	for	moderate-
loss/high	latency	networks	[115,116].	9	Using	this	model,	the	mobile	network	may	be	more	
efficient	as	it	spends	less	time	transitioning	in	and	out	of	idle	states.	The	end-user	also	
achieves	a	faster	page-load	time	in	web	applications.	

																																																								
8 Increasing	capacity	will	give	more	bandwidth	to	competing	flows,	but	TCP	flows	–	by	design	–	will	send	as	
fast	as	they	are	able	until	the	new	increased	capacity	path	is	congested.	Given	the	same	traffic	load,	however,	
the	severity	of	the	momentary	congestion	should	decrease	with	increased	capacity. 
9 This	technique	of	differentiation	is	commonly	used	in	mobile	networks.	The	optimization	device	recognizes	
which	flows	will	benefit	from	a	higher	initial	burst	(e.g.	web)	versus	ones	that	will	not	(e.g.	long-form	video).	
The	device	then	proxies	the	flows	to	be	optimized,	using	a	TCP	congestion	model	such	as	TCP	‘cubic’	or	‘TCP	
reno’	on	the	Internet	side,	and	a	congestion	model	such	as	TCP	‘Westwood+’	(which	is	more	optimized	for	
long-latency,	moderate	loss	environments)	on	the	access	side.	For	more	information	see	[116]. 
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5.3 User-defined	differentiated	treatment	
Recent	experimentation	suggests	possible	trends	towards	network	differentiation	that	is	
configurable	by	users.	For	example,	participatory	networking	(PANE)	allows	the	network	
to	expose	a	configuration	API	to	users,	applications	and	end	hosts,	potentially	allowing	
these	systems	to	specify	scheduling	or	other	differentiation	parameters	[117].	PANE’s	user-
facing	API	exposes	abstractions	that	allow	users	and	applications	to	make	requests	for	
guaranteed	minimum	bandwidth,	or	to	prefer	(or	avoid)	network	paths	that	have	specified	
performance	properties.	For	example,	the	user	might	route	bulk	traffic	through	a	packet	
shaper	during	busy	hours,	or	avoid	certain	parts	of	the	network.	There	are	also	network	
controllers	that	configure	QoS	using	application-described	requirements	and	a	database	of	
network	state	[118],	as	well	as	controllers	that	can	perform	application	classification	and	
automatically	assign	application	traffic	flows	to	the	appropriate	traffic	classes	[119].		

5.4 Differentiation	in	the	presence	of	secure	traffic	
Secured	traffic	that	uses	encrypted	transport	protocols	(e.g.,	TLS)	to	protect	the	
confidentiality	and	integrity	of	the	communication	session	necessarily	obfuscates	the	
payload	of	packets.	Because	of	this,	classification	is	limited	to	either	an	explicit	control	
mechanism	(e.g.,	IMS)	or	header	fields	that	fall	outside	the	encrypted	payload	(e.g.,	DSCP,	
SNI	[120],	IP,	protocol	number).	Encrypted	traffic	has	become	increasingly	prevalent	on	the	
web	and	the	larger	Internet	in	recent	years	[121].	

Some	satellite	and	in-flight	network	operators	have	deployed	proxy	systems	that	allow	
differentiation	of	encrypted	traffic.	They	do	this	by	breaking	the	end-to-end	encryption	
principle	in	favor	of	two	encrypted	segments,	or	in	some	cases	with	one	segment	being	
unencrypted	entirely.	Examples	of	these	systems	include:	

• Satellite	operator	ViaSat	has	developed	a	modified	version	of	the	Chrome	browser	
that	decrypts	traffic	inside	their	network,	in	order	to	optimize	performance	[122].	

• To	improve	performance	on	retail	in-flight	WLAN	network	access,	the	networks	
provided	by	Gogo	Inflight	Internet,	for	a	period	of	time,	dynamically	forged	TLS	
certificates	in	order	to	shape	traffic	or	block	high-bandwidth	uses	such	as	video	
streaming	(due	to	popular	outcry,	this	practice	was	ceased	shortly	after	discovery)	
[123].	

In	each	of	these	cases,	the	network	provider	has	made	a	decision	to	trade	security	for	
performance	in	order	to	differentiate	between	different	data	flows,	and	serve	as	a	man-in-
the-middle	for	an	otherwise	secure	communication.	As	an	additional	byproduct	they	
generally	weaken	the	security	of	the	connection	against	other	more	malicious	attackers.	
For	example,	in	the	Gogo	case,	the	provider	mandated	that	the	user	disregard	certificate	
authentication	warnings.	This	would	have	applied	indistinguishably	both	to	those	
certificates	generated	by	Gogo	as	well	as	those	made	by	an	attacker	elsewhere	on	the	
network.	The	risks	to	the	security	and	privacy	of	end	users	can	be	significant.		
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6 Observations	
From	the	analysis	made	in	this	report	and	the	combined	experience	of	its	members	when	it	
comes	to	the	differentiated	treatment	of	Internet	traffic,	the	BITAG	Technical	Working	
Group	makes	the	following	observations.		

6.1 TCP	causes	recurring	momentary	congestion	
As	mentioned	in	Sections	2.4.2	and	5.2,	when	TCP	transfers	a	large	file,	such	as	video	
content	or	a	large	web	page,	it	practically	guarantees	that	it	will	create	recurring	
momentary	congestion	at	some	point	in	its	network	path	[111].	This	effect	exists	by	
design,	and	it	cannot	necessarily	be	eliminated	by	increasing	capacity.		Given	the	same	
traffic	load,	however,	the	severity	of	the	momentary	congestion	should	decrease	with	
increased	capacity.		

6.2 A	nominal	level	of	packet	discard	is	normal	
As	mentioned	in	Sections	2.4.2	and	5.2,	packet	discard	occurs	by	design	in	the	Internet.	
Protocols	such	as	TCP	use	packet	discard	as	a	means	of	detecting	congestion,	
responding	by	reducing	the	amount	of	data	outstanding	and	with	it	self-induced	
congestion	on	the	transmission	path.	Rather	than	being	an	impairment,	packet	discard	
serves	as	an	important	signaling	mechanism	that	keeps	congestion	in	check.	

6.3 The	absence	of	differentiation	does	not	imply	comparable	behavior	
among	applications	

As	discussed	in	Sections	5.1	and	5.2,	in	the	absence	of	differentiation,	the	underlying	
protocols	used	on	the	Internet	do	not	necessarily	give	each	application	comparable	
bandwidth.	For	example:		

• TCP	tends	to	share	available	capacity	(although	not	necessarily	equally)	between	
competing	connections.	However,	some	applications	use	many	connections	at	
once	while	other	applications	only	use	one	connection.		

• Some	applications	using	RTP/UDP	or	other	transport	protocols	balance	
transmission	rate	against	experienced	loss	and	latency,	reducing	the	capacity	
available	to	competing	applications.	

6.4 Differentiated	treatment	can	produce	a	net	gain	in	Quality	of	
Experience	(QoE)	

As	introduced	in	the	Section	2	discussion	on	the	relationship	between	QoS	and	QoE	and	
later	in	Section	5.1,	when	differentiated	treatment	is	applied	with	an	awareness	of	the	
requirements	for	different	types	of	traffic,	it	becomes	possible	to	create	a	benefit	
without	an	offsetting	loss.	For	example,	some	differentiation	techniques	improve	the	
Quality	of	Service	(QoS)	or	Quality	of	Experience	(QoE)	for	particular	applications	or	
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classes	of	applications	without	negatively	impacting	the	QoE	for	other	applications	or	
classes	of	applications.	The	use	and	development	of	these	techniques	has	value.	

6.5 Access	technologies	differ	in	their	capabilities	and	characteristics	
Specific	architectures	and	access	technologies	have	unique	characteristics	that	are	
addressed	using	different	techniques	for	differentiated	treatment.	Section	4	describes	
how	differentiation	is	accomplished	in	various	access	network	architectures.	

6.6 Security	of	traffic	has	at	times	been	downgraded	to	facilitate	
differentiation	techniques		

As	discussed	in	Section	5.4,	encrypted	traffic	is	on	the	rise	and	it	has	implications	for	
current	differentiation	techniques.	In	response	to	this	increase,	some	satellite	and	in-
flight	network	operators	have	deployed	differentiation	mechanisms	that	downgrade	
security	properties	of	some	connections	to	accomplish	differentiation.	The	resulting	
risks	to	the	security	and	privacy	of	end	users	can	be	significant,	and	differentiation	via	
observable	information	such	as	ports	and	traffic	heuristics	is	more	compatible	with	
security.		

	
	

7 Recommendations	
This	section	of	the	report	presents	recommendations	of	the	BITAG	Technical	Working	
Group	(TWG).		

7.1 Network	operators	should	disclose	information	on	differential	
treatment	of	traffic.	
In	previous	reports,	BITAG	has	recommended	transparency	with	respect	to	a	
number	of	aspects	of	network	management	[124,3,125,126,127,128].	BITAG	
continues	to	recommend	transparency	when	it	comes	to	the	practices	used	to	
implement	the	differential	treatment	of	Internet	traffic.	

Specifically	with	respect	to	consumer-facing	services	such	as	mass-market	
Internet	access,	network	operators	should	disclose	the	use	of	traffic	
differentiation	practices	that	impact	an	end	user’s	Internet	access	service.	The	
disclosure	should	be	readily	accessible	to	the	public	(e.g.	via	a	webpage)	and	
describe	the	practice	with	its	impact	to	end	users	and	expected	benefits	in	terms	
meaningful	to	end	users.	The	disclosure	should	include	any	differentiation	
amongst	Internet	traffic	and	should	disclose	the	extent	and	manner	in	which	
other	services	offered	over	the	same	end	user	access	facilities	(for	example	video	
services)	may	affect	the	performance	of	the	Internet	access	service.		
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7.2 Network	operators	and	ASPs	should	be	encouraged	to	implement	
efficient	and	adaptive	network	resource	management	practices	
In	a	previous	report	BITAG	recommended	that	ASPs	and	CDNs	implement	
efficient	and	adaptive	network	resource	management	practices	[3];	we	reiterate	
that	recommendation	here,	to	include	network	operators.	Examples	of	such	
practices	might	target	the	minimization	of	latency	and	variation	in	latency	
induced	in	network	equipment,	ensuring	sufficient	bandwidth	for	expected	traffic	
loads,	and	the	use	of	queue	management	techniques	to	manage	resource	
contention	issues.	

7.3 Quality	of	Service	metrics	should	be	interpreted	in	the	context	of	
Quality	of	Experience	
Common	Quality	of	Service	metrics,	often	included	in	commercial	service	level	
agreements,	include	throughput,	delay,	delay	variation,	and	loss,	among	other	
things.	As	noted	in	Section	2.3	and	6.4,	from	the	viewpoint	of	the	end	user	
application,	these	metrics	trade	off	against	each	other	and	must	be	considered	in	
the	context	of	Quality	of	Experience.	For	example,	since	TCP	Congestion	Control	
and	adaptive	applications	depend	on	loss	to	infer	network	behavior,	actively	
trying	to	reduce	loss	to	zero	leads	to	unintended	consequences.	On	the	other	
hand,	non-negligible	loss	rates	often	directly	reduce	the	user's	Quality	of	
Experience.	Hence,	such	metrics	should	be	interpreted	in	the	context	of	improving	
user	experience.	

7.4 Network	operators	should	not	downgrade,	interfere	with,	or	block	
user-selected	security	in	order	to	apply	differentiated	treatment.	
Network	operators	should	refrain	from	preventing	users	from	applying	over-the-
top	encryption	or	other	security	mechanisms	without	user	knowledge	and	
consent.	Networks	should	not	interfere	with,	modify,	or	drop	security	parameters	
requested	by	an	endpoint	to	apply	differentiated	treatment.	Given	the	potential	
for	possible	exposure	of	sensitive,	confidential,	and	proprietary	information,	prior	
notice	should	be	given	to	end	users	of	traffic	differentiation	features	that	affect	
security	properties	transmitted	by	endpoints.	(See	Section	5.4)	
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9 Glossary	of	terms	
All	definitions	of	terms	are	solely	for	the	purposes	of	this	report,	and	many	are	adapted	
from	publications	of	the	Internet	Engineering	Task	Force	(www.ietf.org).	Readers	should	
be	aware	that	a	number	of	terms	have	alternate	definitions,	particularly	when	used	in	
different	or	non-networking	contexts.		

 

Admission	control:	Decisions	that	determine	which	flows	are	allowed	to	begin,	based	on	
available	resources.		

Application:	A	program	that	originates	or	receives	data.	

Bottleneck:	The	link	or	node	in	a	network	path	where	demand	is	highest	relative	to	
capacity.	

Bursty:	A	traffic	flow	is	bursty	if	its	volume	changes	rapidly	over	time.	

Capacity:	The	capacity	of	a	link	is	the	number	of	bits	per	second	that	it	can	transmit.	The	
capacity	of	a	router	is	the	number	of	packets	or	bytes	per	second	that	it	can	transmit.	

Classification:	The	categorization	of	traffic	based	on	identifying	characteristics.		

Congestion:	The	effect	upon	network	performance	during	time	periods	in	which	
instantaneous	demand	exceeds	capacity		

Deadline	scheduling:		A	scheduling	algorithm	in	which	each	packet	is	marked	on	ingress	
with	a	maximum	period	of	time	it	may	be	delayed	(a	"deadline"),	and	the	queuing	system	
either	ensures	the	packet’s	transmission	within	that	interval	or	drops	the	packet.	

Demand:	The	volume	of	traffic	that	is	presented	to	a	link	at	a	given	point	in	time,	typically	
measured	in	bits	per	second.	

Differentiated	treatment,	Differentiation:	The	application	of	a	traffic	policy	based	on	
classification	of	the	traffic	to	a	class	of	traffic	such	as	a	session,	aggregate	of	sessions,	or	
other	traffic	flow.	Examples	of	such	policies	include	resource	allocation,	scheduling	
algorithms,	drop	precedence,	and	routing.	

Differentiated	Services	Architecture	(also	Diffserv):	An	architecture	for	the	
differentiated	handling	of	IP	traffic.	Primarily	described	in	RFC	2474	and	RFC	2475.	

Drop	precedence:	Examples	of	this	include	Frame	Relay	Discard	Eligibility,	ATM	Cell	Loss	
Priority,	the	IP	“Assured	Forwarding”	service,	or	a	“less	than	best	effort”	service.		In	such	
cases,	included	in	the	service	level	agreement	is	an	understanding	that	a	specified	subset	of	
traffic	(that	exceeding	some	rate,	or	perhaps	all	of	it)	is	more	likely	to	be	dropped	than	
other	traffic.	

Flow:	A	group	of	packets	that	share	a	common	set	of	properties.	
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Internet	Access	Service:	In	this	document	we	use	the	term	'internet	access	service'	to	
refer	to	a	mass	market	service	that	provides	the	ability	to	transmit	and	receive	data	to	the	
global	address	space	associated	with	the	Internet.	

Mark:	To	set	specific	bits	of	a	packet	header	(see	marking)	to	specific	values.	

Marking:	Specific	bits	of	a	packet	header	that	indicate	the	classification	of	a	packet	or	that	
indicate	congestion.	

Network	Operator:	A	business	that	operates	one	or	more	communications	networks.	The	
networks	may	include	access	networks	that	interconnect	directly	with	retail	customers,	
other	network	types	such	as	transport	networks	or	content	delivery	networks,	or	all	of	the	
above.	In	the	case	of	access	networks,	the	network	operator	may	also	act	as	an	ISP,	offering	
Internet	services	to	customers.	The	network	operator	may	also	act	as	an	NSP,	offering	
transport	or	other	network	services	to	other	network	operators.	

Over-the-top	(OTT):	An	application	or	traffic	flow	that	is	carried	over	an	Internet	access	
service.	

Policing:	The	dropping	or	reclassification	of	packets	that	exceed	the	maximum	capacity	
allocated	to	a	flow.	

Prioritization:	The	application	of	a	traffic	policy	that	prefers	one	or	more	classes	of	traffic	
over	one	or	more	other	classes	of	traffic.	This	may	be	in	actual	traffic	sequence,	in	drop	
probability,	or	other	mechanisms.		

Quality	of	Experience	(QoE):	The	subjective	quality	of	a	networked	application	as	
perceived	by	the	user.		

Quality	of	Service	(QoS):	the	amount	of	impairment	experienced	by	traffic	during	its	
transmission	across	one	or	more	networks.	QoS	is	expressed	in	terms	of	delay,	delay	
variation,	packet	loss,	and	other	objective	metrics.	

Scheduling:	The	reordering	or	other	treatment	of	packets	according	to	an	algorithm.	

Service	Level	Agreement	(SLA):	A	contractual	agreement	between	network	operators	or	
between	users	and	network	operators	that	delineates	aspects	of	the	service,	often	including	
the	upstream	and	downstream	bit	rates	at	the	boundary	between	the	operators’	networks,	
the	maximum	delay	across	an	operator’s	network,	sometimes	the	maximum	proportion	of	
packets	to	be	dropped	or	other	QoS	characteristics,	and	sometimes	specifications	of	
payments.	

Traffic	shaping:	Rate	limiting	of	flows	in	a	network.	

Packet:	A	formatted	unit	of	data	carried	by	a	packet-switched	network.	A	packet	consists	
of	one	or	more	headers	containing	control	information	and	a	payload	containing	user	data.			
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11 Appendix:		Standards,	Standards	Organizations,	and	
Industry	References	

A	variety	of	standards	organizations	and	industry	alliances	have	published	standards,	
technical	references,	informational	documents,	and	best	practices	that	are	relevant	to	the	
topic	of	differentiated	treatment.	Some	of	the	most	prominent	and	influential	of	these	
organizations	and	their	publications	are	listed	in	this	section.	In	addition,	some	
corporations	have	created	technologies	that	are	widely	used	and	are	sometimes	considered	
“de	facto”	standards.	A	list	of	some	of	these	is	also	included.	

● Internet	Engineering	Task	Force	(IETF):	The	IETF	produces	technical	documents	that	influence	
the	way	people	design,	use,	and	manage	the	Internet	(www.ietf.org).	Relevant	publications	include:	

○ Internet	Protocol	[RFC	791]:	Defines	IPv4	header	formats.	The	various	elements	of	the	IPv4	
header	(e.g.,	source	IPv4	address,	destination	IPv4	address,	type	of	service)	can	be	used	for	
classification	of	traffic	(xref	to	5.1.1).	

○ Internet	Protocol,	Version	6	(IPv6)	Specification	[RFC	2460]:	Defines	IPv6	header	formats.	
The	various	elements	of	the	IPv6	header	(e.g.,	source	IPv6	address,	destination	IPv6	address,	
traffic	class,	flow	label)	can	be	used	for	classification	of	traffic	(xref	to	5.1.1).	

○ Definition	of	the	Differentiated	Services	Field	(DS	Field)	in	the	IPv4	and	IPv6	Headers	[RFC	
2474]:	Defines	the	layout	of	the	IPv4	type	of	service	header	field	and	IPv6	traffic	class	header	
field,	and	a	base	set	of	packet	forwarding	treatments,	or	per-hop	behaviors,	that	can	be	used	
for	scheduling	(xref	to	5.1.2).	

○ Additional	per-hop	behaviors,	including	Assured	Forwarding	[RFC	2597]	and	Expedited	
Forwarding	[RFC	3246/3247],	that	can	be	used	for	scheduling	(xref	to	5.1.2).	

○ Comcast's	Protocol-Agnostic	Congestion	Management	System	[RFC	6057]:	Describes	
Comcast’s	congestion	management	system	that	was	deployed	December	31,	2008.	This	is	
used	for	scheduling	traffic	(xref	to	5.1.2),	but	note	that	it	this	is	not	a	standard.	

○ Multiprotocol	Label	Switching	Architecture	[RFC	3031]:	Describes	the	MPLS	architecture	
commonly	used	in	current	DSL	and	PON	access	networks,	beyond	the	first	mile,	and	is	used	
for	service	level	agreement	(SLA)	assurance	in	service	provider	networks.	

○ Resource	ReSerVation	Protocol	(RSVP,	RFC	2205):	a	protocol	designed	for	soft	reservation	of	
bandwidth	within	a	network.	Reservation	is	“soft”	in	the	sense	that	while	it	ensures	
bandwidth	is	available	when	the	subject	traffic	flow	is	present,	it	is	available	for	other	traffic	
when	the	subject	traffic	flow	is	not	or	does	not	use	it	all.	RSVP	is	also	used	for	the	
management	of	SLA-sensitive	MPLS	LSPs.			

○ Integrated	Services	in	the	Internet	Architecture	[(RFC	1633]):	the	architecture	that	defines	
Real	Time	vs.	Elastic	applications,	and	their	requirements.	
	

● Institute	of	Electrical	and	Electronics	Engineers	-	Standards	Association	(IEEE-SA):	The	IEEE-SA	
drives	the	functionality,	capabilities	and	interoperability	of	a	wide	range	of	products	and	services	
(standards.ieee.org).	Some	of	the	most	relevant	(to	differentiation)	working	groups	inside	IEEE-SA	
include	802.1	(Higher	Layer	LAN	Protocols	Working	Group),	Ethernet	Working	Group	(802.3),	
802.11	(Wireless	LAN	Working	Group),	and	Broadband	Wireless	Access	Working	Group	(802.16).	
There	are	many	other	working	groups	that	include	efforts	on	such	topics	as	resilient	packet	rings,	
wireless	coexistence,	mobile	broadband,	and	powerline	networking	(not	an	802	working	group).	

○ IEEE	Standard	for	Local	and	Metropolitan	Area	Networks:	Overview	and	Architecture	[IEEE	
802]:	Contains	descriptions	of	the	IEEE	802®	standards	published	by	the	IEEE	for	frame-
based	data	networks	as	well	as	a	reference	model	(RM)	for	protocol	standards.		

○ IEEE	Standard	for	Ethernet	[IEEE	802.3]:	Relevant	parts	define	Ethernet,	including	physical	
layer	protocols	(e.g.,	10BASE-,	100BASE-	[Fast	Ethernet],	1000BASE-	[Gigabit	Ethernet],	
Ethernet	in	the	First	Mile	[EFM]),	and	the	format	of	the	Media	Access	Control	(MAC)	frame,	
commonly	called	the	Ethernet	frame.	The	various	elements	of	the	MAC	frame	(includes	
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source	and	destination	MAC	addresses,	Ethertype,	and	extensions	defined	in	other	IEEE	
standards)	can	be	used	for	classification	of	traffic	(xref	to	5.1.1).	

○ IEEE	Standard	for	Local	and	Metropolitan	Area	Networks	–	Media	Access	Control	(MAC)	
Bridges	and	Virtual	Bridged	Local	Area	Networks	[IEEE	802.1Q]:	Relevant	aspects	of	this	
standard	are	that	it	defines	VLAN	Tag	extensions,	which	include	the	VLAN	ID	and	Priority	
Code	Point	(PCP).	Both	of	these	fields	are	useful	for	classification	(xref	to	5.1.1),	with	the	
Ethernet	Priority	used	primarily	to	determine	scheduling	behavior	(xref	to	5.1.2)	and	the	
VLAN	ID	used	primarily	to	determine	routing	(xref	to	5.1.3).	

○ IEEE	Standard	for	Local	and	Metropolitan	Area	Networks	–v	Media	Access	Control	(MAC)	
Bridges	[IEEE	802.1D]:	Relevant	aspects	of	this	standard	describe	bridging	behavior	based	
on	the	Priority	Code	Point	in	the	VLAN	Tag.	

○ Part	11:	Wireless	LAN	Medium	Access	Control	(MAC)	and	Physical	Layer	(PHY)	Specifications	
[IEEE	802.11]:	Relevant	aspects	of	this	standard	are	that	it	defines	several	physical	layer	
protocols	commonly	referred	to	as	“802.11a,”	“802.11b,”	“802.11g,”	and	“802.11n,”	and	
defines	the	MAC	frames	and	QoS	mechanisms	for	these	physical	layers.		

○ IEEE	Standard	for	Service	Interoperability	in	Ethernet	Passive	Optical	Networks	(SIEPON)	
[P1904.1]:	This	standard	describes	the	system-level	requirements	needed	to	ensure	service-
level,	multi-vendor	interoperability	of	Ethernet	Passive	Optical	Network	(EPON)	equipment.	
The	specifications	complement	the	existing	IEEE	802.3	and	IEEE	802.1	standards,	which	
ensure	the	interoperability	at	the	Physical	Layer	(PHY)	and	Data	Link	Layer.	Included	in	this	
specification	are:	
● EPON	system-level	interoperability	specifications	covering	equipment	functionality,	

traffic	engineering,	and	service-level	quality	of	service/class	of	service	(QoS/CoS)	
mechanisms;	

● Management	specifications	covering	equipment	management,	service	management,	and	
EPON	power-saving	mechanism.	

	
● Broadband	Forum	(BBF):	The	BBF	develops	multi-service	broadband	networking	specifications	

addressing	interoperability,	architecture	and	management	(www.broadband-forum.org).	This	
organization	has	a	strong	focus	on	DSL	and	PON	ISP	access	networks	and	providers.	The	former	ATM	
Forum,	IP/MPLS	Forum,	MFA	Forum	and	MPLS	&	Frame	Relay	Alliance	organizations	have	all	
merged	with	BBF,	and	all	of	these	organizations’	publications	are	now	available	from	the	BBF	
website.	

○ Migration	to	Ethernet-Based	Broadband	Aggregation	[TR-101	Issue	2]:	Describes	an	Ethernet	
(at	the	MAC	layer)	architecture	for	DSL	and	PON	access	networks.	This	describes	an	access	
and	aggregation	network	architecture	(xref	5.1.3)	including	basic	methods	to	support	
classification,	scheduling	and	other	differentiation	techniques.	

○ Multi-service	Broadband	Network	Functional	Modules	and	Architecture	[TR-145]:	Extends	the	
TR-101	architecture	to	support	multiple	services	and	network	interfaces.	

○ Using	GPON	Access	in	the	context	of	TR-101	[TR-156]:	Extends	TR-101	to	GPON.	
○ Using	EPON	in	the	Context	of	TR-101	[TR-200]:	Extends	TR-101	to	EPON.	
○ Multiprotocol	Label	Switching	(MPLS)	standards:	MPLS	was	originally	defined	by	IETF,	but	

much	subsequent	work	was	done	in	the	IP/MPLS	Forum,	which	has	since	merged	with	BBF.	
	

● International	Telecommunications	Union	-	Telecommunication	Standardization	Sector	(ITU-
T):	ITU-T	is	the	telecommunications	standards	sector	of	the	ITU,	which	is	the	United	Nations	
specialized	agency	for	information	and	communication	technologies.		

○ Asymmetric	digital	subscriber	line	(ADSL)	transceivers	ADSL:	[ITU-T	G.992.1],	Asymmetric	
digital	subscriber	line	transceivers	2	(ADSL2)	[ITU-T	G.992.3],	Very	high	speed	digital	
subscriber	line	transceivers	(VDSL)	[ITU-T	G.993.1],	Very	high	speed	digital	subscriber	line	
transceivers	2	(VDSL2)	[ITU-T	G.993.2]:	Define	the	various	DSL	physical	layer	technologies	
over	copper	twisted	pair	(phone	lines).	

○ Broadband	Passive	Optical	Network	(BPON)	for	telecommunications	Access	networks	[ITU-T	
G.983],		
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○ Gigabit-capable	Passive	Optical	Networks	(GPON)	[ITU-T	G.984]:	Define	the	BPON	and	GPON	
physical	layer	technologies	

○ J	Series:	ITU-T	officially	named	the	CableLabs’	DOCSIS	specifications	as	standards	through	
several	of	its	J	Series	publications.	DOCSIS	1.0	was	J.112	Annex	B	(1998),	DOCSIS	1.1	is	J.112	
Annex	B	(2001),	DOCSIS	2.0	is	J.122,	and	DOCSIS	3.0	is	J.222.	
	

● CableLabs:	
○ DOCSIS	1.0	-	A	set	of	eight	specifications	that	define	the	first	version	of	the	Data	Over	Cable	

Service	Interface	Specification	(DOCSIS).		These	specifications	describe	requirements	for	
Cable	Modems	(CMs)	and	Cable	Modem	Termination	Systems	(CMTSs)	to	provide	basic	
broadband	IP	connectivity	over	the	hybrid	fiber	coax	cable	network,	including	per	modem	
rate	shaping,	link	encryption,	and	network	management	functions.		

○ DOCSIS	1.1	-	A	set	of	three	specifications	that	extend	DOCSIS	1.0	in	order	to	provide	Quality	
of	Service	controls,	a	Public	Key	Infrastructure	based	CM	authentication	and	CM	firmware	
validation	mechanism,	and	enhanced	network	management	tools.		

○ DOCSIS	2.0	-	A	set	of	three	specifications	that	extend	DOCSIS	1.1	with	a	new	upstream	
physical	layer	technology	that	provides	a	3x	increase	in	upstream	channel	capacity,	and	
optional	support	of	IPv6	management.	

○ DOCSIS	3.0	-	A	set	of	five	specifications	that	extend	DOCSIS	2.0	with	support	for	channel	
bonding	to	increase	capacity	to	over	200	Mbps	in	the	upstream	and	over	1	Gbps	in	the	
downstream,	and	full	IPv6	support.	

○ DOCSIS	3.1	-	A	set	of	five	specifications	that	extend	DOCSIS	3.0	with	a	new	upstream	and	
downstream	physical	layer	enabling	multi-Gbps	service	in	both	directions,	as	well	as	Active	
Queue	Management	and	hierarchical	Quality	of	Service.	

○ DOCSIS	Provisioning	of	EPON,	version	1.0	(DPoEv1.0)	–	A	set	of	nine	specifications	describing	
the	translation	of	DOCSIS	provisioning	procedures	to	provision	and	manage	Ethernet	
Passive	Optical	Networks	via	IPv4.	A	comprehensive	set	of	extended	OAM	messages	is	
defined	to	allow	the	Optical	Line	Terminal	(OLT)	to	provision	and	manage	Optical	Network	
Units	(ONUs).	The	specifications	also	describe	the	device	requirements	for	supporting	IP	
high	speed	data	and	Ethernet	Private	Line	(EPL)	Metro	Ethernet	service	models	in	an	MSO	
environment.			

○ DOCSIS	Provisioning	of	EPON,	version	2.0	(DPoEv2.0)	–	A	collection	of	nine	specifications	that	
extend	DPoEv1.0	specifications,	includes	management	using	IPv6,	multicast	services,	and	
network	synchronization.	The	support	of	commercial	services	is	expanded	to	include	Virtual	
Private	LAN	and	Tree	services,	as	defined	by	the	Metro	Ethernet	Forum.	
	

● Wi-Fi	Alliance	(WFA):	WFA	is	an	industry	alliance	that	has	created	IEEE	802.11	implementation	
profiles	and	developed	certification	programs	for	the	same.	“Wi-Fi”	is	its	registered	trademark	brand.	

○ Wi-Fi	CERTIFIED™	n	in	both	2.4	and	5	GHz,	and	Wi-Fi	CERTIFIED™	ac	in	5	GHz:	Certification	
programs	and	implementation	profiles	offered	by	WFA	for	physical	layer	wireless	
technologies	based	on	the	IEEE	802.11	standard.	The	former	Wi-Fi	CERTIFIED	a	in	5	GHz	
and	Wi-Fi	CERTIFIED	b/g	in	2.4	GHz	are	no	longer	available.	

○ Passpoint™:	Certification	program	and	specification	(developed	with	GSMA	and	the	Wireless	
Broadband	Alliance)	that	enables	SIM	and	non-SIM	mobile	devices	to	discover,	select	and	
connect	to	Wi-Fi	networks	without	user	intervention.	Also	known	as	Hotspot	2.0.	

○ •WMM®	(Wi-Fi	Multimedia™):	Certification	program	and	implementation	profile	for	IEEE	
802.11	Quality	of	Service	(QoS)	mechanisms.		
	

● Widely-used	Proprietary	Technologies	(primarily	Cisco,	Juniper,	Motorola,	and	Alcatel-Lucent)	
○ Cisco’s	Netflow,	Juniper	Sflow	
○ Motorola	Canopy	

	


