April 10, 2018

The Honorable Greg Waldren  
Chairman, Committee on Energy and Commerce  
2185 Rayburn House Office Building  
Washington, D.C. 20515

The Honorable Frank Pallone  
Ranking Member, Committee on Energy and Commerce  
237 Cannon House Office Building  
Washington, D.C. 20515

---

**RE: Facebook: Transparency and Use of Consumer Data**

Dear Chairman Walden and Ranking Member Pallone,

We write to you regarding your April 11 hearing, “Facebook: Transparency and Use of Consumer Data.” We, the president and public policy director of the Committee for Justice (CFJ), are concerned that the hearing will lead to the introduction of new legislation regulating online data collection and use. We are convinced such legislation is not only unnecessary but, if enacted, would also hurt consumers, threaten the online ecosystem that has transformed our daily lives, and negatively impact our country’s economic growth.

Founded in 2002, CFJ is a nonprofit, nonpartisan legal and policy organization that educates the public and policymakers about and promotes the rule of law and constitutionally limited government. Consistent with this mission, CFJ engages in the national debate about a variety of tech policy issues, including advocating for digital privacy protections in Congress, the federal courts, and the news media.¹

We have concluded that a legislative solution to the data privacy issues being discussed at the hearing would be detrimental to our nation for the following reasons:

- **Government-imposed restrictions on data collection would undercut economic growth, the vibrancy of the online ecosystem, and consumer satisfaction.** In recent decades, consumers’ personal and professional lives have been transformed for the better by a vast collection of data-driven online resources that are made available to consumers for no cost because they are subsidized by advertising. These resources have also been an engine of economic growth, even during difficult economic times. For example, more than 70 million small businesses now use Facebook to grow and create jobs.² In particular, data-driven marketing, at issue in this hearing, is estimated to have added more than $200 billion to the U.S. economy in 2014, a 35% increase over just two years earlier.³ Government-imposed restrictions on such marketing would slow or reverse this economic growth, while hurting consumers by causing the demise of many of the data-driven online resources they rely on.

---


• Legislation designed to reign in big companies like Facebook will inevitably harm small companies and tech startups the most. When regulations restrict companies' ability to collect and use data, advertisers and other online companies experience decreased revenue. Large companies can typically survive these decreases in revenue, while small companies are often driven out of business. The vast majority of Internet companies fall in the latter category and include the very companies that might otherwise grow to compete with and even supplant Facebook and the other tech giants of today. The European Union’s Privacy and Electronic Communications Directive (2002/58/EC) provides an unfortunate example of the harm privacy regulations can inflict on small businesses. It is one reason why there are relatively few technology start-ups in Europe and most of them struggle to receive venture capital funding.

• The best way to provide consumers with data privacy solutions that meet their needs is competition in the Internet marketplace. In contrast, increased government regulation of data privacy will stifle competition, in part because only larger companies can afford the increased compliance costs and reductions in revenue. This hearing will undoubtedly include questions about balancing the tradeoffs between privacy and the ability to share our lives, make our voices heard, and build online communities through social media. It makes little sense for Congress to impose a one-size-fits-all answer to these questions, given that individuals value the tradeoffs very differently. Addressing data privacy through competition, on the other hand, allows consumers to answer these questions for themselves according to their individual values.

• Public opinion polls showing support for stronger data protections are misleading because they rarely confront consumers with the monetary or other costs of their choices. A 2016 study found that, despite most participants’ unease with an email provider using automated content analysis to provide more targeted advertisements, 65 percent of them were unwilling to pay providers any amount for a privacy-protecting alternative. However, in the real world, consumers will lose free email and social media if government-imposed privacy regulations cut into providers’ advertising revenue. Moreover, such studies remind us that most consumers do not value data privacy enough to pay anything for it. That should not be too surprising considering that today’s thriving but largely unregulated social media ecosystem is not something that was thrust upon consumers or arose from factors beyond their control. Instead, it arose through the collective choices and values tradeoffs of billions of consumers.

• New, punitive data privacy legislation is unnecessary because legal safeguards already exist. In addition to industry self-regulation, consumers of social media and other Internet services are protected by the Federal Trade Commission’s vigorous enforcement of its data privacy and security standards, using the prohibition against “unfair or deceptive” business

---

practices in Section 5 of the Federal Trade Commission Act 15 U.S.C. §45(a). In addition, state attorneys general enforce similar laws at the state level.9

- **The Cambridge Analytica incident that sparked this hearing must be put in perspective.** It is important to remember that the personal data disclosed by Facebook to an academic app builder named Aleksandr Kogan was not the sort of highly private data—credit card numbers, health records, and the like—that is sometimes stolen by hackers to the great detriment of consumers.10 The data disclosed by Facebook came from the profiles of its users and consisted mostly of names, hometowns, and page likes—in other words, the type of data most people on Facebook are public about.11 However, even that data is no longer available to app developers today. Kogan got the idea before Facebook tightened its data privacy policies in 2014.12 Finally, the concern that has focused so much attention on the Kogan incident—claims that the data was used by Cambridge Analytica to put Donald Trump over the top in 2016—have little basis in fact. Cambridge used the Facebook data to run voter-targeted ads for political campaigns, but it appears that those ads were neither effective nor used in the Trump campaign.13

- **Because there is no crisis requiring urgent action and because no one yet fully understands the extent and nature of the privacy risks posed by Facebook's now discontinued policies, calls for government-imposed regulation are premature.** Replacing the light-touch regulation of data privacy currently provided by the FTC and state law with more heavy-handed federal legislation should be a last resort, not the reflexive response to news headlines. Consider also that the Cambridge Analytica incident would not be dominating the news but for the report, apparently incorrect, that the data in question was used to elect Donald Trump president.14 Nor would the news coverage be so negative. Contrast that with the widely documented use of Facebook data in Barack Obama's 2012 presidential campaign, which was portrayed in a vastly different light by the news media and did not set off calls for Congressional
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hearings or new privacy legislation.\textsuperscript{15} The important point is that allowing unhappiness with the 2016 election results to drive a push for increased government regulation and control of the Internet is a very bad way to make policy.

- **A rush to enact date privacy legislation is particularly dangerous in light of the glacial pace with which Congress will respond to the need for modernizing the legislation as technology rapidly evolves.** Consider the example of the Electronic Communications Privacy Act of 1986 (ECPA), which governs law enforcement's access to stored electronic data, such as emails. As storage of such data moved to the cloud, the ECPA became hopelessly obsolete, leading to increasingly concerned calls for its modernization from industry, law enforcement, and the White House. Despite those calls, it took many years for Congress to act by passing the Clarifying Lawful Overseas Use of Data or CLOUD Act in March of this year. And even then, Congress acted primarily because a Supreme Court case, \textit{U.S. v. Microsoft}, forced them to.\textsuperscript{16} There is good reason to believe that any legislation that comes out of this hearing will similarly remain in effect, unchanged, long after today's technological and privacy landscape has morphed into something we cannot fathom in 2018. In contrast, the self-regulation continuously being improved by Facebook and similar companies not only allows adaptation to technological change with far greater speed but also allows those companies to tailor data privacy solutions to the specific features of their platforms, rather than trying to conform with a one-size-fits-all federal mandate.

In sum, rushing to enact new legislation regulating online data collection and use would hinder innovation in the rapidly evolving world of social media and data-driven marketing, lessen consumer choice, and negatively impact our nation's economic growth.

We ask that this letter be entered in the hearing record. We thank you for your oversight of this important issue.

Sincerely,

Curt Levey  
\textit{President}  
The Committee for Justice

Ashley Baker  
\textit{Director of Public Policy}  
The Committee for Justice
