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Introduction

Good morning Chairman Butterfield, Ranking Member Steil, and members of the subcommittee.
Thank you very much for giving me the chance to testify on the impact of disinformation
targeted at communities of color. | would also like to extend thanks to the other witnesses
providing testimony during this hearing and to my colleagues and collaborators at the University
of Texas at Austin.

| lead the Propaganda Research Lab at UT Austin’s Center for Media Engagement (CME). Our
team at CME works across multiple fields in order to help foster and maintain “a vibrant
American media ecosystem that more effectively empowers the public to understand,
appreciate, and participate in the democratic exchange of ideas.”' The Propaganda Research
Lab specializes in the study of how emerging media technologies—from social media to virtual
reality—are leveraged in efforts to manipulate public opinion. Crucially, we work to develop
research, technological, as well as policy-based solutions to this growing informational problem.
During my career | have focused on conducting empirical research into how internet-based
platforms such as Facebook, YouTube, and WhatsApp are used to spread mis- and dis-
information, coordinated political trolling campaigns, and other forms of malign influence. In
particular, | concentrate upon computational propaganda?: how online automation (often in the
form of software-driven “bots”), algorithms, and other digital tools are used to amplify and
suppress various streams of propaganda.

In the last five years, | have begun focusing upon the human consequences of computational
propaganda®. Rather than seeing growing issues like disinformation as technological problems
with technological solutions, | view them as deeply-rooted social problems magnified by new
communication tools. My team has begun to focus on how communities of color and diaspora
communities—groups crucial to the success of a vibrant U.S. democracy—are specifically
targeted with malicious online influence campaigns during elections. Our work centers the
perspectives and experiences of these communities and their own sense-making and
evaluations of contemporary informational problems.

Just last month, the Propaganda Research Lab published the paper “Escaping the Mainstream?
Pitfalls and Opportunities of Encrypted Messaging Apps and Diaspora Communities in the

" Center for Media Engagement (2022). About us. https://mediaengagement.org/about-us/

2Woolley, S. C., & Howard, P. N. (Eds.). (2018). Computational propaganda: Political parties, politicians, and political
manipulation on social media. Oxford University Press.

3 Joseff, K., & Woolley, S. (2019). The human consequences of computational propaganda: Eight case studies from
the 2018 U.S. midterm elections. Institute for the Future.
https://www.iftf.org/fileadmin/user_upload/downloads/ourwork/IFTF Executive Summary comp.prop W _05.07.19 0
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U.S.”, which | have attached here in my written testimony. In this paper we explore the ways
diaspora communities use apps like WhatsApp and Telegram to communicate and organize
democratically, but also how they are targeted with disinformation and other forms of political
manipulation. For the purposes of this work, we use the term “diaspora communities” to include
people who told us that they regularly use EMAs to communicate with people in their country of
origin or where their family is from, with individuals who share their cultural context, and with
people living in the U.S. identifying with the same community. While this approach risks over-
including individuals who are not part of identical communities, the connecting thread for our
research is the usage of these apps. Our definition also aims to avoid the dominant rationale for
the homogenization of people from non-white communities in the U.S. Instead of basing our
study on sociologically deterministic inclusion/exclusion criteria, we follow well-established
conceptualizations that subvert the determinist scheme in which any nation is portrayed as a
product of specific sociological conditions; instead, the nation is an “imagined political
community.”®

This work informs recently initiated analysis focused on electoral disinformation and electoral
propaganda spread during the 2022 midterms supported via a new grant received from the John
S. and James L. Knight Foundation: “Addressing Disinformation Campaigns Against Diaspora
Communities on Encrypted Messaging Applications”. © Finally, | am working on the second
paper for a two-part report commissioned by the group Protect Democracy—the first paper”’ for
this series is attached in this testimony. This project specifically focuses on building research-
based understandings of how communities of color in Arizona, Georgia, and Wisconsin are
contending with electoral disinformation and propaganda. | offer preliminary results of the
forthcoming original study (part two of the report) in the following pages.

Today, | will focus on four key points drawn from these—and several other—Propaganda
Research Lab studies:

1. Encrypted messaging apps are critical vectors for false and misleading information: Chat
apps are important platforms for democratic communication, and particularly so among
diaspora communities. Their particularities and design, however, make them attractive

4 Trauthig, I. K., & Woolley, S. (2022, March). Escaping the mainstream? Pitfalls and opportunities of encrypted
messaging apps and diaspora communities in the U.S. Center for Media Engagement.
https://mediaengagement.org/research/encrypted-messaging-apps-and-diasporas

5 Anderson, B. (2006). Imagined communities: Reflections on the origin and spread of nationalism. Verso Books.

6 Knight Foundation (2022, April 7). Nine universities and nonprofits awarded more than $1.2 million from Knight
Foundation to combat disinformation in communities of color. https://knightfoundation.org/press/releases/nine-
universities-and-nonprofits-awarded-more-than-1-2-million-from-knight-foundation-to-combat-disinformation-on-
communities-of-color/

7 Woolley, S., & Kumleben, M. (2021, November). At the epicenter: Electoral propaganda in targeted communities of
color. Protect Democracy. https://s3.documentcloud.org/documents/21099928/at-the-epicenter-electoral-propaganda-
in-targeted-communities-of-color.pdf
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targets for false and misleading information, and difficult venues for interventions by
platforms and governments.

2. Minority groups are targeted by unique strains of propaganda: Specific content is drafted
as well as tactical behavior employed to influence minority groups. These targeted
messages undermine our democracy as they work to alienate and disengage minority
groups. The specific, often transnational, tactics challenge content moderation and fact
checking efforts and regularly rely on cross-platform communication.

3. COVID-19 dis- and misinformation affecting communities of color: For a range of reasons,
including historical injustices around medical research, racism inherent in the medical
system, distrust around vaccinations, and the confluence of social media promotions of
alternative treatments, false information around COVID-19 severely affects communities
of color. As COVID-19 has become a highly politicized issue, it also intersects with and
permeates election-related dis- and misinformation.

4. Structural factors of our information environment inhibit the democratic inclusion of
communities of color: These structural issues are related to long-term efforts of controlling
minority groups’ access to, and understandings of, the country’s electoral and media
systems. Online attempts at undermining our democracy by thwarting minority groups’
democratic participation are concerning developments. They become exacerbated by
existing structures of disadvantage and offline propaganda.

| want to be clear on what | mean when | say “electoral disinformation”: false content purposely
spread during elections with the intent to disinform, demobilize, and/or disenfranchise voters
and those involved in other forms of civic engagement. “Electoral propaganda” is a broader term
that encapsulates other intentional efforts to manipulate public opinion through illicit means
ranging from the purposeful spread of false content—disinformation—to politically motivated
harassment and trolling.

KEY POINT ONE

Encrypted messaging apps are critical vectors for false and misleading information

Over the last several years, our research at the Center for Media Engagement's Propaganda
Research Lab has focused upon platforms that do not squarely fall into the purview of what is
conventionally understood as social media. We specifically investigate (often-encrypted) chat
and messaging apps such as WhatsApp, Telegram, or Signal. Some of these apps rose to fame
when far-right groups were deplatformed from the social media platform Parler after January 6,
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2021, only to congregate on the chat app Telegram soon thereafter.? Others, such as
WhatsApp, are not as widely used across the U.S. general population as they are in other
countries, but they are used disproportionately more among demographic groups defined by
intersecting identities of race/ethnicity, and membership in diaspora communities.

For example, according to data from the Pew Research Center, 42% of Hispanic Americans use
WhatsApp, 24% of Black Americans do so, compared to 13% of white Americans.® Our own
survey research, representative of the U.S. population, also confirms this, and underscores how
WhatsApp as a platform for political discussion is more used among Hispanic Americans, Asian
Americans, Black Americans, as well as among those identifying with two or more racial/ethnic
categories than it is used among non-Hispanic whites.°

In our research, we investigate and describe central mechanisms and defining features of
encrypted messaging apps. These apps are, in many cases, immersed in everyday life and
constitute critical communicative infrastructures'' among networks of trusted connections,
coworkers, friends, and family. They are important and valuable civic spaces, while at the same
time nefarious actors can engage their specificities to fly under the radar and promote false and
misleading information. It is precisely when propagandists who want to spread false or
misleading information are able to penetrate these spaces—defined by trust, close relationships,
and authenticity—that their influence operations are ever-more damaging.

One mechanism that is particularly important when discussing the role of encrypted chat apps—
and that my team finds across many such apps—is what we call cascade logic. By this, we mean
the ways in which encrypted chat and messaging apps serve as points through which
information is either “trafficked upstream (making its way from private conversations into the
mainstream),” or “downstream (allowing information to withdraw from the public eye).”'? What is
important here is that as information moves through chat apps, it can easily get “distorted,

8 DFRLab. (2021, February 11). Extremists on Telegram exploit Parler’'s de-platforming to ramp up recruiting.
Medium. https://medium.com/dfrlab/extremists-on-telegram-exploit-parlers-de-platforming-to-ramp-up-recruiting-
eb1256227a5d

9 Perrin, A., & Anderson, M. (2019, April 10). Share of U.S. adults using social media, including Facebook, is mostly
unchanged since 2018. Pew Research Center. https://www.pewresearch.org/fact-tank/2019/04/10/share-of-u-s-
adults-using-social-media-including-facebook-is-mostly-unchanged-since-2018/

0 Gursky, J., Riedl, M.J., & Woolley, S. (2021, March 19). The disinformation threat to diaspora communities in
encrypted chat apps. Brookings Institution, Techstream. https://www.brookings.edu/techstream/the-disinformation-
threat-to-diaspora-communities-in-encrypted-chat-apps/

" Cruz, E. G., & Harindranath, R. (2020). WhatsApp as “technology of life”: Reframing research agendas. First
Monday, 25(1). https://doi.org/10.5210/fm.v25i12.10405; Matassi, M., Boczkowski, P. J., & Mitchelstein, E. (2019).
Domesticating WhatsApp: Family, friends, work, and study in everyday communication. New Media & Society,
21(10), 2183-2200. https://doi.org/10.1177/1461444819841890

2 Gursky, J., Riedl, M.J., Joseff, K., & Woolley, S. (forthcoming). Chat apps and cascade logic: A multi-platform
perspective on India, Mexico, and the United States. Social Media + Society.
https://doi.org/10.1177/20563051221094773
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decontextualized, and thereby, transport false information"'3. Chat apps oftentimes provide both
spaces that are very public, as well as spaces that are very private: many of them allow the
convening of large groups of people in chats or broadcast lists, while at the same time allowing
for a great deal of conversation via very small, private, groups of individuals.

As our interviews with producers and trackers of propaganda in the United States, India, and
Mexico show, encrypted chat apps are a particularly relevant vector for false information
globally and transnationally. In these spaces key informational context can get easily lost when
messages get forwarded. Our research also shows how chat apps can be venues in which
cross-platform coordination happens, meaning that the manipulation and seeding of content on
other platforms is coordinated in the privacy of encrypted chat apps. For instance, white
nationalist interviewees in the U.S. that we spoke with during the course of our research
described to us how they had used certain apps for backstage coordination of campaigns with
the intent to ultimately seed false information in more public social media platforms, information
that might ultimately make its way into legacy media.’

KEY POINT TWO

Minority groups are targeted by unique strains of propaganda

In our research we found that minority groups are targeted by unique strains of propaganda. In
other words, specific tactics as well as themes are tailored towards deceiving sub-populations of
the American electorate.'® Misinformation targeting minority communities—and particularly
communities of color—as a form of voter suppression is not new; as the most recent State of
Black America report notes, misinformation is one strategy besides gerrymandering, voter
suppression, and intimidation, to exclude minority communities and communities of color from
electoral participation.'® Specific types of false information targeting minority populations in the
United States carries two concerning implications: one short-term and one long-term. The short-
term one is the disenfranchisement of these populations which jeopardizes their voice in

3 Gursky, J., Riedl, M.J., Joseff, K., & Woolley, S. (forthcoming). Chat apps and cascade logic: A multi-platform
perspective on India, Mexico, and the United States. Social Media + Society.
https://doi.org/10.1177/20563051221094773

4 Gursky, J., Riedl, M.J., Joseff, K., & Woolley, S. (forthcoming). Chat apps and cascade logic: A multi-platform
perspective on India, Mexico, and the United States. Social Media + Society.
https://doi.org/10.1177/20563051221094773

15 Nguyén, S., Kuo, R., Reddi, M., Li, L., & Moran, R. E. (2022). Studying mis- and disinformation in Asian diasporic
communities: The need for critical transnational research beyond Anglocentrism. Harvard Kennedy School (HKS)
Misinformation Review, 3(2). https://doi.org/10.37016/mr-2020-9

6 National Urban League (2022). Under siege: The plot to destroy democracy.
https://soba.iamempowered.com/? ga=2.237304519.691387762.1650656812-1380527237.1650656812
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imminent political decisions;"” the long-term one is the undermined trust in our democratic
system'® which outlines its struggles as being defined by histories of exclusion or
marginalization."®

With our research, we identified four main themes within contemporary propagandistic
messages aimed at diaspora communities in the U.S.: First, the sowing of confusion via
translational ambiguities; second, the leveraging of falsehoods to redraw ideological fault lines;
third, the use of religion to sow doubt about candidates’ views, and finally, the oversimplification
of complex perspectives, policies, and procedures to alter voting decisions.?° Recent research in
this space points out how the impact and legacy of imperialism affects some diaspora
communities and their respective information infrastructures and media systems, as well as how
language and (mis)translation can play key roles in the spread of false and misleading
information.?'

To make these themes more tangible, | would like to provide a few examples. For instance,
during the previous presidential election campaign period, various open and more private social
media sites hosted content decrying Joe Biden, at the time presidential candidate, as socialist or
at least as being favored by Latin American socialists.?? Allegedly Nicolas Maduro’s socialist
party in Venezuela was in favor of Biden; allegedly Joe Biden was a force of creeping socialism
in the U.S. While large parts of the American population are likely to disapprove of this
messaging, the outlined invocations raise graver concerns with people who have either directly
fled regimes such as Venezuela and Cuba, or who have been brought up with harrowing stories
of living under (partial) socialism, such as some Colombian diaspora communities.

Another example would be propaganda that criticized Joe Biden for being “Anti-Catholic”.?®
Many of these messages seemed to be less targeted towards Joe Biden per se, which is

7 Romero, L. (2020, October 20). Florida's Latino voters being bombarded with right-wing misinformation, experts
and advocates say. ABC News. https://abcnews.go.com/Politics/floridas-latino-voters- bombarded-wing-
misinformation-advocates/story?id=73707056

8 Bennett, W. L., & Livingston, S. (Eds.). (2020). The disinformation age: Politics, technology, and disruptive
communication in the United States. Cambridge University Press.

19 Aguirre Jr, A., Rodriguez, E., & Simmers, J. K. (2011). The cultural production of Mexican identity in the United
States: An examination of the Mexican threat narrative. Social Identities, 17(5), 695-707.

20 Trauthig, I. K., & Woolley, S. (2022, March). Escaping the mainstream? Pitfalls and opportunities of encrypted
messaging apps and diaspora communities in the U.S. Center for Media Engagement.
https://mediaengagement.org/research/encrypted-messaging-apps-and-diasporas

21 Nguyén, S., Kuo, R., Reddi, M., Li, L., & Moran, R. E. (2022). Studying mis- and disinformation in Asian diasporic
communities: The need for critical transnational research beyond Anglocentrism. Harvard Kennedy School (HKS)
Misinformation Review, 3(2). https://doi.org/10.37016/mr-2020-95

22 Tankersley, J. (2020, October 14). Why Trump’s efforts to paint Biden as a socialist are not working. The New York
Times. https://www.nytimes.com/2020/10/14/business/socialist-biden-trump.html

23 Gangitano, A. (2021, June 21). Move by Catholic bishops against Biden brings howls of hypocrisy. The Hill.
Retrieved from https://thehill.com/homenews/administration/559491-move-by-catholic-bishops-against-biden-brings-
howls-of-hypocrisy
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reasonable given the fact that he is Catholic himself, and instead pointed towards the
Democratic Party and its stance on abortion policies. For instance, videos were shared with the
caption: “You cannot be a Catholic and be a Democrat,” which elaborated on the conviction that
“no Catholic can be aligned with the Democratic Party.” Again, this messaging plays on identity-
defining characteristics for some Hispanic voters who are Catholics. Important to note here is
also that Hispanic/Latino/Latinx voters are not a monolithic group of the electorate?*, and
generalizations across subpopulations should generally be avoided.?®

In terms of specific tactics used by propagandists which are tailored towards diaspora
communities in the U.S., two dynamics are prevalent: its transnational character and its reliance
on intimacy?® and trust amongst the communities.?’

Disinformation has proven borderless, as content is often created in one country with the intent
to influence communities in another.?® In other instances, it is clear that while the messages
might have originated or been produced inside the U.S., their distribution tactics were borrowed
from popular forms of sharing information in a given target community—for instance, distribution
might rely on audio and video messages in addition to text; sometimes because audio and video
messages are more easily accessible for people.?® These tactics challenge content moderation
and fact checking efforts and often rely on cross-platform communication — for example, videos
were first found on YouTube, then shared on WhatsApp and forwarded to different WhatsApp
groups.

KEY POINT THREE

COVID-19 dis- and misinformation affecting communities of color

The informational problems associated with COVID-19 have been referred to as an ‘infodemic’
by the World Health Organization, a term meant to describe “an over-abundance of information —

24 EquisLabs (2021, April 1). 2020 Post-mortem (part one): Portrait of a persuadable Latino.
https://equisresearch.medium.com/2020-post-mortem-part-one-16221adbd2f3

25 Longoria, J., Acosta, D., Urbani, S., & Smith, R., (2021, December 8). A limiting lens: How vaccine misinformation
has influenced Hispanic conversations online. First Draft News. https://firstdraftnews.org/long-form-article/covid19-
vaccine-misinformation-hispanic-latinx-social-media/

26 Turcotte, J., York, C., Irving, J., Scholl, R. M., & Pingree, R. J. (2015). News recommendations from social media
opinion leaders: Effects on media trust and information seeking. Journal of Computer-Mediated Communication
20(5), 520-535. https://doi.org/10.1111/jcc4.12127

27 Cunningham, S. (2001). Popular media as public ‘sphericules’ for diasporic communities. Journal of Cultural
Studies, 4(2). https://doi.org/10.1177/136787790100400201

28 Trauthig, |. K., & Woolley, S. (March, 2022). Escaping the mainstream? Pitfalls and opportunities of encrypted
messaging apps and diaspora communities in the U.S. Center for Media Engagement.
https://mediaengagement.org/research/encrypted-messaging-apps-and-diasporas

29 Hobbs, R., & Frost, R. (2011). Measuring the acquisition of media-literacy skills. Reading Research Quarterly,
38(3), 330-355. https://doi.org/10.1598/RRQ.38.3.2
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some accurate and some not.”®® In July 2021, President Joe Biden said that social media
platforms are ‘killing people,” referring to how false information related to the pandemic spread
through social media.?' Research published in Nature Human Behavior points to how exposure
to false information about COVID-19 can negatively impact people’s intent to get vaccinated.®?

False information about COVID-19 affects communities of color severely and disproportionately,
for a range of reasons. Many of these reasons are systemic, and rooted in historical injustices
around medical research, racism inherent in the medical system, corresponding distrust around
vaccinations, issues of access to health care, or the prevalence and promotion of alternative
treatments, to mention but a few. For example, a study released by researchers at UCLA points
to how members of racial and ethnic minority communities in Los Angeles County, in their calculus
of decision-making around vaccinations, were influenced by knowledge about historical
injustices.®® In a recent report, First Draft News emphasized how skepticism toward vaccines
among Hispanic/Latino/Latinx Americans is connected to medical exploitation and discrimination,
such as sterilization of Puerto Rican women, or of Mexican American women in California during
eugenics programs;** and among Black Americans it is connected to structural inequities,
exploitation, and medical racism.%®

This matters in a political and in an election-related context. The COVID-19 pandemic has
illustrated how hate speech and misinformation are connected, and how they create disparate
effects for communities of color. President Donald Trump is notorious for having sown anti-Asian
sentiment during his tenure, such as by calling COVID-19 the “Chinese virus™® or by referring to

30 World Health Organization (2020, February 2). Novel Coronavirus(2019-nCoV) Situation Report — 13. World Health
Organization. Retrieved from https://www.who.int/docs/default-source/coronaviruse/situation-reports/20200202-sitrep-
13-ncov-v3.pdf

31 Lee, E. (2021, July 16). ‘They're killing people’: Biden points the finger at social media platforms for pandemic
misinformation. USA Today. Retrieved from: https://www.usatoday.com/story/news/politics/2021/07/16/biden-social-
media-killing-people-allowing-misinformation/7996725002/

32 Loomba, S., de Figueiredo, A., Piatek, S.J., de Graaf, K., & Larson, H.J. (2021). Measuring the impact of COVID-
19 vaccine misinformation on vaccination intent in the U.K. and U.S.A. Nature Human Behavior, 5, 337-348.
https://doi.org/10.1038/s41562-021-01056-1

33 Carson, S. L., Casillas, A., Castellon-Lopez, Y., Mansfield, L. N., Barron, J., Ntekume, E., ... & Brown, A. F. (2021).
COVID-19 vaccine decision-making factors in racial and ethnic minority communities in Los Angeles, California.
JAMA network open, 4(9), e2127582-e2127582.

34 Longoria, J., Acosta, D., Urbani, S., & Smith, R., (2021, December 8). A limiting lens: How vaccine misinformation
has influenced Hispanic conversations online. First Draft News. https://firstdraftnews.org/long-form-article/covid19-
vaccine-misinformation-hispanic-latinx-social-media/

35 Dodson, K., Mason, J., & Smith, R. (2021, October 13). COVID-19 vaccine misinformation and narratives
surrounding Black communities on social media. First Draft News. https:/firstdraftnews.org/long-form-article/covid-19-
vaccine-misinformation-black-communities/

36 Salcedo, A. (2021, March 19). Racist anti-Asian hashtags spiked after Trump first tweeted ‘Chinese virus,” study
finds. The Washington Post. https://www.washingtonpost.com/nation/2021/03/19/trump-tweets-chinese-virus-racist/
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it as “Kung Flu.”®” Empirical research has found an increase in the spread of false hateful
information about COVID-19® after President Trump’s hateful tweets. COVID-19, as well as
corresponding mask and vaccination policies, have become incredibly polarized partisan issues.
Therefore, COVID-19 constitutes a noteworthy vector of election-related mis- and disinformation.

While our research with diaspora and immigrant community leaders in the U.S. was not primarily
focused on COVID-19, the pandemic still left its mark during these interviews. | will provide an
example from an interview with one of our participants, who is a member of an organization
focused on Indian Americans. They described an increase in false information about COVID-19
in 2021 and said: “A lot surrounding incorrect information about masks and false coronavirus
cures. More recently, Covid vaccine, or how to prevent Covid with different kinds of tea.” A former
Democratic strategist, who is a member of several WhatsApp groups of Latinx communities, had
also witnessed COVID-19 dis- and misinformation. Covid group chats originally created to inform
about the pandemic, according to this interviewee, were sprinkled with political disinformation and
conspiracy theories: “then, in between all of that [referring to community services and things such
as food banks] someone places a conspiracy theory. It goes from religion to things on George
Soros, to things about Biden, Obama, and Harris.”

KEY POINT FOUR

Structural factors of our information environment inhibit the democratic inclusion of communities
of color

Linked to a previously mentioned theme, namely the oversimplification of complex perspectives,
policies, and procedures to alter voting decisions, | would like to elaborate on my fourth and final
main takeaway: that communities of color across the United States are more impacted by
structural issues related to the broader information environment than by purely online
disinformation. These structural issues are connected to long-term efforts aimed at controlling
access of communities of color to, and understandings of, the country’s electoral and media
systems.

Research for the organization Protect Democracy by Mark Kumleben, Katie Joseff and myself on
three U.S. battleground states—Arizona, Georgia, and Wisconsin, finds that communities of color
are more challenged by structural disinformation surrounding our elections than they are by
disinformation that originates online with the primary intention of radicalization or sowing

870ng, J. C. (2021, October 19). Online disinformation against AAPI communities during the COVID-19 pandemic.
Carnegie Endowment for International Peace. https://carnegieendowment.org/2021/10/19/online-disinformation-
against-aapi-communities-during-covid-19-pandemic-pub-85515

38 Kim, J. Y., & Kesari, A. (2021). Misinformation and hate speech: The case of anti-Asian hate speech during the
COVID-19 pandemic. Journal of Online Trust and Safety, 1(1). https://doi.org/10.54501/jots.v1i1.13
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conspiracy.®® In our research, we paid particular attention to interviewees’ concerns about the
forthcoming 2022 U.S. midterm elections. While many organizations and individuals have flocked
to the study of digital disinformation because they see it as a technological problem with
technological solutions, our research underscores the fact that both disinformation and
propaganda are social and cultural problems first. Interviewees—primarily community organizers
representing various communities of color in these states—again and again told us that a great
deal of content circulating among their groups about how, when, or where to vote—but also about
recent, planned, or possible changes to legislation—is disinformative. Some of this even
originates from official state sources.

These efforts to manipulate public opinion are amplified and strengthened via various affordances
of new media, but they are rooted in the context of a history in which powerful groups have exerted
continuous control over both political franchise and the communication ecosystem.*°

During the 2020 election, people across the United States faced a barrage of deceptive and
divisive information related to that year’s highly contentious election cycle. Next to false content
about candidates, people were also targeted by patently untrue information about electoral
processes.*! For example, in Arizona, Hispanic American and Native American communities
faced a cascade of untrue digital messaging over Twitter about the voting process.*? In Wisconsin,
multiple communities of color from Madison to Milwaukee were targeted with lies about mail-in
ballot fraud and ballot dumping.*3

In online chat groups, false information was sometimes shared by people within a WhatsApp
group that were from other states or was forwarded from other WhatsApp groups that claimed the
information was relevant for all voters even though it only concerned some states and not others.
One community organizer we spoke to provided an example wherein members of a national
organization dedicated to mobilizing South Asian American voters for Democratic candidates,
likely unintentionally, spread dangerous false information by sharing voting laws from California

3% Kumleben, M., Joseff, K., & Woolley, S. (forthcoming). Contending with structural disinformation in communities of
color. Protect Democracy.

40 Kuo, R., & Marwick, A. (2021, August). Critical disinformation studies: History, power, and politics. Harvard
Kennedy School (HKS) Misinformation Review, 2(4). https://doi.org/10.37016/mr-2020-76

41 Austin, E. W., Borah, P., & Domgaard, S. (2021). COVID-19 disinformation and political engagement among
communities of color: The role of media literacy. Harvard Kennedy School (HKS) Misinformation Review, 1(Special
Issue on US Elections and Disinformation). https://doi.org/10.37016/mr-2020-58

42 Quaranta, K., (2020, November 6). Social media disinformation tactics that attempted to deceive Arizonans in the
2020 elections. Cronkite News/Arizona PBS. https://cronkitenews.azpbs.org/2020/11/06/social-media-disinformation-
tactics-tried-to-deceive-arizonans-elections-2020/; Kumleben, M., Joseff, K., & Woolley, S. (forthcoming). Contending
with structural disinformation in communities of color. Protect Democracy.

43 Heim, M., & Litke, E. (2020, November 4). PolitiFact—Fact-checking the avalanche of Wisconsin election
misinformation. Politifact. https://www.politifact.com/article/2020/nov/04/fact-checking-avalanche-wisconsin-elect ion-
misinfo/
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that did not apply in North Carolina. Another interviewee, the co-executive director of an
independent political organization that has members in over 12 counties in Florida, cited various
examples of relatively unsophisticated attempts at spreading false information such as providing
wrong information about where and when to vote; nevertheless, these also fed into the previously
described dynamics of voter discouragement.

Research into disinformation targeting communities of color is often defined by arguments that
disinformation originates online as part of a propaganda strategy designed to mislead or even
radicalize its recipients.** Contrary to this theme, our research indicates that the “online first”
model of polarizing techno-propaganda is less relevant for communities of color. When
disinformation seemed to be purposefully designed to deceive voters of color, interviewees told
us it circulated mostly through offline channels—via deceptive mailers and misleading campaign
advertising in print news, on TV, radio, and even billboards. On the whole, they said that
communities of color are most harmed by lack of consistent access to accurate, trusted, local
information and by the second-order effects of political disinformation, which create barriers to
their participation in civic life.

Given the voting intricacies, especially for first-time voters, but also for returning voters, any
suitable summary or allegedly helpful information is likely to be picked up as guidance within pre-
established communities of trust, such as by a group chat on an encrypted messaging app
composed mostly of community members.*® In addition, some members of minority groups face
offline risks related to elections, such as poll workers or individual voters of color encountering
vicious and dangerous disinformation-inspired harassment. Voters across all communities are
demoralized by general concerns about U.S. politics, structural barriers to participation as well as
potential repercussions they face.

These online attempts at undermining our democracy by thwarting minority groups’ democratic
participation are concerning developments. They become exacerbated by structural
disadvantages related to the broader information environment. Overall, we are at a crucial time
for our democracy—as Richard Hasen points out in a recent essay for Harvard Law Review
wherein he details the risk of future election subversion in the US.%® Disruptive private action can

4 Mazzei, P., & Medina, J. (2020, October 21). False political news in Spanish pits Latino voters against Black Lives
Matter. The New York Times.
https://www.nytimes.com/2020/10/21/us/politics/spanish-election-2020-disinformation.html

45 Briggs, P., Burford, B., De Angeli, A., & Lynch, P. (2002). Trust in online advice. Social Science Computer Review,
20(3), 321-332. https://doi.org/10.1177/089443930202000309

46 Hasen, R. (2022, April 20). Identifying and minimizing the risk of election subversion and stolen elections in the
contemporary United States. Harvard Law Review, 135, 265-301.. https://harvardlawreview.org/2022/04/identifying-
and-minimizing-the-risk-of-election-subversion-and-stolen-elections-in-the-contemporary-united-states/
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prevent people from voting. We need to make sure these disruptive actions do not turn into
democracy-threatening election sabotage and subversion.

SOLUTIONS

Today’s electoral propaganda is driven by a complex hybrid of political but also commercial
motivations. This means it needs a variety of efforts to prevent it or at least alleviate its impacts.

In order to be better prepared, we need short-, mid- and long-term responses.*’ For the short
term, the support of real-time fact-checking is vital.*® Importantly, researchers like Kiran Garimella
have built a successful “WhatsApp Monitor” tool for electoral contests in Brazil and India. Tools
like this are designed to work alongside communities who use them to detect viral false
information content early on, and hence to facilitate fact-checking.*® Such efforts should be
accompanied by bottom-up, community-centric, regionally and linguistically specific programs,
because the utilization of familiar relationships is particularly relevant for communities of color and
because the problem is much more than just a technological one.*° This also means that accurate
information about electoral processes must be available in a variety of languages,®' and there
ought to be more civic support for communities where English is not the dominant language.

In the mid-term, we need to work harder to understand the significance of electoral propaganda
for minority communities and communities of color in order to create more inclusive democracies.
Policy makers should carry these insights into discussions about public trust and move away from
top-down models that derive from the points of view of people in power but rather include insights
from the broader electorate. Legislative discussions about regulating the tech sector and content
moderation must include equitable representation from minority groups so that their experiences
and opinions inform these discussions and any subsequent policy decisions.

47 Trauthig, I. K., & Woolley, S. (2022, March 23). Digital disinformation increasingly targets the most vulnerable.
Centre for International Governance Innovation. https://www.cigionline.org/articles/digital-disinformation-increasingly-
targets-the-most-vulnerable/

48 Rossini, P., Stromer-Galley, J., Baptista, E. A., & de Oliveira, Vanessa Veiga (2020). Dysfunctional information
sharing on WhatsApp and Facebook: The role of political talk, cross-cutting exposure and social corrections. New
Media & Society, 23(8), 2430-2451. https://doi.org/10.1177/1461444820928059

49 Reis, J. C. S., Melo, P., Garimella, K., & Benevenuto, F. (2020). Can WhatsApp benefit from debunked fact-
checked stories to reduce misinformation? Harvard Kennedy School (HKS) Misinformation Review, 1(5).
https.//doi.org/10.37016/mr-2020-035

50 Chang, E., & Zhang, S. (2020, December 11). It’'s crucial to understand how misinformation flows through diaspora
communities. First Draft News. https://firstdraftnews.org/articles/misinfo-chinese-diaspora/

51 Nguyén, S., Kuo, R., Reddi, M., Li, L., & Moran, R. E. (2022). Studying mis- and disinformation in Asian diasporic
communities: The need for critical transnational research beyond Anglocentrism. Harvard Kennedy School (HKS)
Misinformation Review, 3(2). https://doi.org/10.37016/mr-2020-9
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The current crisis of public trust is evident among numerous demographics in the United States.
Populist rhetoric has found fertile soil in many communities.>? Singling out communities of color
should not be viewed as an effort to ‘educate;’ rather, congress and other entities must work to
support, listen to, and learn from these communities so that it can better protect them from the
today’s deluge of disinformation and better enable them to engage civically. Without these
communities’ crucial equitable inclusion within the democratic process—through access to quality
political information and via elections and all means of civic engagement—U.S. democracy will
deteriorate.

52 stier, M., & Freedman, T. (2022, March 1). Why democracy’s in such trouble: A crisis in public trust of government.
Politico. https://www.politico.com/news/magazine/2022/03/01/democracy-public-crisis-trust-government-faith-
00012565
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ESCAPING THE MAINSTREAM?

PITFALLS AND OPPORTUNITIES OF ENCRYPTED MESSAGING
APPS AND DIASPORA COMMUNITIES IN THE U.S.

Inga K. Trauthig and Samuel Woolley

EXECUTIVE SUMMARY

2022 will prove a pivotal year for the U.S. with mid-term elections scheduled in November
and the country still battling the COVID-19 pandemic. Minority groups are affected by both
these developments as they are exposed to and sometimes targeted by disinformation
aiming to deter them from voting or receiving vaccinations. The Center for Media
Engagement’s Propaganda Lab aims to address this topic in three ways:

Provide conceptual clarification of our research on “diaspora communities” in the
U.S. by arguing that with encrypted messaging apps (EMASs), the potential to operate
as “subaltern counterpublics” is created, which can inspire more confidence or trust
among communities that have been historically marginalized.

Draw on eleven in-depth qualitative interviews to argue that four main themes
defined false content on EMAs: (1) the sowing of confusion via translational
ambiguities, (2) the leveraging falsehoods to redraw ideological fault lines, (3) the
use of religion to sow doubt about candidates’ views, and (4) the oversimplification
of complex perspectives, policies, and procedures to alter voting decisions.

Outline tactical advantages of propagandists targeting diaspora communities.

This paper builds the foundation of our future research on diaspora communities, false
information, and EMAs with regard to the 2022 mid-term elections and provides an
assessment useful for the design of community-centric counter programs.

SUGGESTED CITATION:

Trauthig, |. K. and Woolley, S. (March, 2022). Escaping the mainstream? Pitfalls and opportunities
of encrypted messaging apps and diaspora communities in the U.S. Center for Media Engagement.
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BRINGING TOGETHER THE STUDY OF ENCRYPTED MESSAGING APPS
AND DIASPORA COMMUNITIES

Encrypted messaging apps (EMAS) offer users communication spaces secure from intrusion.
WhatsApp and Signal are end-to-end (E2E) encrypted by defaultand Telegram offers a “secret
chat” function which employs E2E.! But privacy is not the only draw for EMA users. The apps
are also popular because they offer free modes of text messaging and user-friendly features
suchaseasy, transnationalaudio and video sharing and intuitive group communication spaces.
On Telegram, group chats can grow up to 200,000 members. Telegram and others also offer
channels that have no limits on followers and are popular for broadcasting live messages.?

In other words, EMAs have several features offered by social media platforms (e.g., the
sharing of messages through forwarding or, in some cases, the creation of news feeds)
combined with the features of closed-communication channels (e.g., private chats). The
combination of these characteristics make EMAs preferred platforms for a variety of people.3
False information on encrypted messaging apps has proven dangerous during the COVID-19
pandemic, next to the spread of false information on other social media platforms, such as
Facebook, Twitter or TikTok.*

For this study, which focuses on diaspora communities in the U.S., broader sociological
parameters can also explain the success of encrypted platforms since these environments
offer an alternative to what is considered the majority-dominated public discourse. In the
words of Fraser, they have the potential to operate as “subaltern counterpublics,” which can
inspire more confidence or trust among communities that have been historically marginalized
from the public sphere.> Our research also engages with one of Fraser’s main deliberations,
namely the move from understanding the public sphere not as unitary but instead as a
plurality of contesting publics.® In our case, diaspora communities on EMAs create a partially
protected counterpublic which can have implications for the consumption and spread of
false information or the development of narratives for political candidates independently
from dominating campaign rationales.

This paper focuses on one aspect of EMA use that is only likely to grow in importance over
the course of the 2022 mid-term election year in the U.S.: the engagement patterns and
narratives that spread among diaspora communities. In other words, it looks at how members
of these groups interpret false information they encounter. The paper also assesses which
messages or themes are successful in spreading on EMAs because recipients are compelled
by the messages. This is relevant as false information continues to divide Americans on
topics such as the right measures to fight the pandemic or the allegedly socialist agendas of
politicians, which divert focus from coming together to rally against a common enemy like a
virus or foreign powers interested in weakening internal cohesion of the U.S.”
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Research Rationale And Methods

The Propaganda Research Lab at the Center for Media Engagement has been conducting
research into the people and groups behind propaganda campaigns on EMAs since 2019.
In the course of this research, we came across evidence that diaspora communities in the
United States were the frequent targets of digital disinformation and manipulation. Existing
researchandreporting has examined disinformation on Facebook, Twitter,and YouTube aimed
at Hispanic communities, for instance arguing for an increased focus on Spanish-language
disinformation in the U.S. for content moderators of Meta,® or outlining the “vaccination gap”
between white Americans and Hispanic communities,® which is also related to misinformation
about COVID-19 vaccines targeting Hispanic communities on social media.l®

Withthese,and other,examplesin mind, we decided to conduct qualitative in-depthinterviews
with members of the groups exposed to this false information in order to understand how
it spreads on EMAs. We conducted a series of 11 interviews with community leaders and
digital activists who self-identified as members of the Hispanic, Black, and South Asian
communities in the swing states of Florida and North Carolina — communities and states
that have experienced significant issues with digital disinformation.’* We also spoke to civil
society leaders who had established digital literacy programs and to leaders of local and
international fact-checking organizations. Our research was led by a comparative approach
and the limitations of the research are tied to the general parameters of interview-based
research; we are not claiming to have captured all patterns of false information spread nor all
diaspora communities that are affected by this. Instead, we are hoping to provide a deeper
understanding about these ongoing phenomena by giving examples and analyzing our data
in a qualitative manner.

From a media perspective, different experiences and interactions with the national media
environment define communities’ experiences of inclusion and representation. Fraser
elaborates on two dynamics in this regard: one related to the stigmatization of stereotypical
media frames in the context of multiculturalism and the second the vulnerability to populist
rhetoric in different time periods.’?

With regard to Mexican-Americans, for example, Aguirre et al. analyzed how the cultural
production of Mexican identity in U.S. media produces a Mexican threat narrative in the
American public’s mind, emphasizing the alleged criminality or foreignness of those ‘others’
in U.S. civic culture.®* With regard to Hispanic communities more generally, Retis explains
how the formation of Hispanic diasporas in recent decades spurred racial frameworks and
discriminatory discourses in North America which tend to equate the “Latino otherness
as a homogeneous peripheral group.”** This continues to marginalize a growing part of the
population. Even in marketing campaigns aimed at different Hispanic communities, the
homogenization of diaspora communities misrecognizes the various intersections of race,
ethnicity, gender, age, class, language, religion, citizenship, and nation.
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Similar dynamics have defined interactions between the national media environment and
Black communities. Relying on research analyses of Black Lives Matter media portrayals,
Kilgo and Mourao examine the effects news coverage has on the evaluation of the core ideas
from the Black Lives Matter social movement agenda. They argue that conservative media
increase negative evaluations with mainstream and liberal media consumption not leading to
more positive views about Black Lives Matter’s core ideas because of an already-triggered
multidirectional feedback loop.!® In spite of these negative experiences, Mehra et al. argue
that the internet has tremendous potential to empower those on the margins of society, such
as African-American women, by incorporating it into their lives in ways that are meaningful to
them.!* By 2022, EMAs are well-positioned to support in this regard.

Studying “Diaspora Communities”

For the purposes of this work, we use the term “diaspora communities” to include users
who told us that they regularly use EMAs to communicate with people in their country of
origin or where their family is from, with individuals who share their cultural context, and
with people living in the U.S. identifying with the same community. While this approach risks
over-including individuals who are not part of identical communities, the connecting thread
for our research is the usage of these apps.!” Our definition also aims to avoid the dominant
rationale for the homogenization of people from non-white communities in the U.S. outlined
in the previous section. Instead of basing the study on sociologically deterministic inclusion/
exclusion criteria, such as a certain age or nationality, this study follows well-established
conceptualizations by Anderson that subvert the determinist scheme in which any nation is
portrayed as a product of specific sociological conditions; instead the nation is an “imagined
political community.”8

Forimmigrantsinthe U.S,, this means they engage in processes of how to fitin to thisimagined
community (or not). At the same time, they can influence existing conceptualizations by
participating in the nation’s discourse. By the time this paper was written in 2022, the need
to assess globalization, and with it technological advances in a nuanced manner, has become
common sense.”® Developmentsin transportation and communication have changed both the
origins and the processes of migration. As Lie explains: “In the history of global diaspora (...),
television, telephone (...) [and] e-mail perforce occupy significant roles. These transformations
make possible diasporic communities, flung across the globe, that sustain strong social and
business ties.”?°

Content might originate in one country but be most important for a diasporic community
in another, such as Naficy’s exploration of Iranian content production in Los Angeles,
which is consumed by Iranians from France to Japan.?! With regard to our paper, we argue
that the infrastructural possibility of diaspora communities with regard to EMAs is part of
what Appadurai calls “diasphoric public spheres” since our interview data points toward an
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emerging transnational reality among some of these groups.?? Generally speaking, EMAs
have attracted attention not only as intermediary spaces of collective action but also as
incubators and crossroads for trafficking mis- and disinformation.?® Disinformation is
commonly understood as intentionally spreading false information, whereas misinformation
is unwittingly shared false content.?* For the purpose of this paper, we rely on using “false
information” to avoid misrepresenting in cases where the definitional boundaries cannot be
clearly determined.

Researchers of computational propaganda — who focus on the use of automation, algorithms,
and other digital technology in attempts to manipulate public opinion — often encounter
particular obstacles when attempting to study encrypted messaging apps. This difficulty
arises precisely because these apps are designed for more private communication. This same
feature directly leads to a corresponding affordance of the technology valued by individual
users and exploited by malicious actors: EMA communication often occurs between existing,
trusted networks of people with close ties to one another.?> This more intimate information
space can allow for manipulation via relational organizing — for potent content that begins
as disinformation and is eventually spread as misinformation by loved ones, neighbors, local
influencers, and other community members. From the perspective of credibility and public
trust, these dynamics can work to increase trust of the sender by recipients of messages.
The study of EMAs from a communication perspective therefore has relevance for continued
debate about Lazarsfeld's eminent remarks on the “two-step flow of communication,” since
he asserted that the effects of media articles or any other output are not solely related to
characteristics of that media output but instead mitigated by the processes of selectivity
in attention and perception, which are in turn a function of predispositional and situational
variables such as age, family history, political affiliation, etc.?®

Our previous research into the propagandistic and disinformative use of EMAs in India,
Mexico, and the United States spurred our use of the term encrypted propaganda — an
emergent and novel form of political communication that occurs over EMAs and displays
unique characteristics in both content and tactics — including relational organizing as a
core mechanism for manipulation.?” While EMAs are less widely used per capita in the U.S.
than in other parts of the world, the Pew Research Center reports outsized importance of
WhatsApp among U.S. Hispanic users (46% use it), compared to Black users (23%) and white
users (16%).2® Our own research suggests significant U.S. EMA usage numbers as well as
corresponding evidence of EMA importance among particular U.S. demographics. In August
2020, we conducted a representative survey of 1,010 people aged 18 or older in the U.S. The
survey was carried out through NORC at the University of Chicago. According to our data,
10.4% of participants said they had used WhatsApp within the past 7 days, with 9.5% saying
they'd used WhatsApp in the last six months to discuss politics.?® The demographic data was
even more compelling. Of the communities we surveyed asking if they used WhatsApp in
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the last six months, the following breakdown of people answering “yes” emerged: 27% of
Hispanic communities; 21% of Asian communities; 9.5% of people who identified with two
or more racial/ethnic categories, 8% of Black respondents, and a mere 4% of white people.

Overall, we wanted to understand how particular communities use EMAs, how they deal with
false information on such apps, and whether EMAs have contributed to the development of
counterpublics. This builds the foundation of our future research on diaspora communities,
false information, and EMAs with regard to the 2022 mid-term elections and provides a first
assessment on how to design community-centric counter programs.

IMPACTFUL MESSAGING: STRATEGIES OF POLITICAL COMMUNICATION
AFFECTING DIASPORA COMMUNITIES ON EMAS

We identified four main themes among diaspora communities’ political messaging on
EMAs in the U.S. in 2020: (1) the sowing of confusion via translational ambiguities, (2) the
leveraging falsehoods to redraw ideological fault lines, (3) the use of religion to sow doubt
about candidates’ views, and (4) the oversimplification of complex perspectives, policies, and
procedures to alter voting decisions.

All of these themes exhibit cultural denominators and hence potential for long-lasting effects.
At the same time, it is important to emphasize that while we identified these themes based
on our interviews with the mentioned communities, we do not argue that these themes are
exclusive to those communities. Overall, it is likely that the 2022 mid-term election year in
the U.S. will see political messaging emerge that relates to the identified themes and targets
both diaspora communities and other parts of the U.S. population.

Translation Ambiguities

The communicationin the studied diaspora groups often floats between languages anchored
in the communities’ mother tongue and English as well. In our interviews with community
leaders in Florida, we encountered examples in which false information arose in primarily
Colombian, Cuban, and Venezuelan WhatsApp groups relying on slight mistranslations that
can at times misconstrue facts - both intentionally and not.2° These translation ambiguities
are also pertinent in the case of Asian-American Pacific Islander communities that are
defined by a variety of different, but often similar, languages — meaning the exact phrasing
is not always clear to some.3! False information in this paper refers to information that the
authors could identify as being disproven from our own fact-checking resources, such as by
comparing and contrasting these claims to the official news. Our research does not rely on
information that was too granular for us to understand and fact-check.

As any language learner knows, some words or phrases lack a direct and unambiguous
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translation to another language. Sometimes languages also have “false positives” when
a word exists in both languages but means different things, such as “sensible” existing in
both German and English but with different connotations (in German, the word “sensible”
actually means “sensitive”). For instance, Republican campaigners repeatedly framed
current president Joe Biden as socialist;3? in an effort to speak to Hispanic voters, a video
of Biden referring to himself as “the most progressive president ever” was translated with
the word progresista as progressive and shared in several groups. However, one interviewee
explained “if you're a first-generation Latin American it [progresistal is similar to socialista or
comunista.”? Deliberately or not, this video left an imprint on parts of the WhatsApp group
then displaying their conviction that Joe Biden was a socialist.

Ideological Fault Lines

Related to the previous, potentially inadvertent invocation of Biden as socialist, other
messages left less room for potential inconclusiveness.?* The messaging we found during
ourresearchisinline with whatreporters from The New York Times traced back to the Trump
campaign. Social media accounts for “Equipo Trump” and “Latinos for Trump,” which are
official campaign operations, have claimed that Latin American socialists, such as Nicolas
Maduro’s socialist party in Venezuela, are in favor of Biden. These accounts implied a socialist
axis reaching up to the U.S. and invoked a fear of creeping socialism.3°

Naturally, these invocations do not sit well with people who have either directly fled socialist
regimes, such as Venezuelan and Cuban immigrants, or who have been brought up with
harrowing stories of living under (partial) socialism, such as some Colombian diaspora
communities.®® While our research only found examples targeting Biden’s presidential bid,
the qualitative design of our research was a limiting factor, so it cannot be argued that similar
messages might not also have targeted the Trump campaign, for instance.

Using Religion to Sow Doubt

During our conversations, interviewees pointed out that Joe Biden was repeatedly denounced
for being “Anti-Catholic”.3” Many of these messages seemed to be less targeted towards Joe
Biden per se, whichisreasonable given the fact that he is Catholic himself,and instead pointed
towards the Democratic Party and its stance on abortion policies. For instance, videos were
shared with the caption: “You cannot be a Catholic and be a Democrat,” which elaborated
on the conviction that “no Catholic can be aligned with the Democratic Party.” Again, this
messaging, which plays on identity-defining characteristics for many Hispanic communities
suchastheiradherence to Catholicism, could be found on group chats purportedly concerned
with sharing the latest information on COVID-19 developments, for instance.3® A former
Democratic strategist and member of several WhatsApp groups in the South Florida area
asserted:
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“The racism that exists within our communities, is why we (...) Latinos being
aligned with Trump because they consider themselves white and they’re
connecting with a man who shows (...) what they’re thinking too.”°

The Power of Simplification in a Complex World

Our interviews with WhatsApp group moderators, political strategists, and polling experts
revealed that EMAs played an important role in the spread of false electoral information
among diaspora communities in the United States.*® The complexities surrounding different
state legislation around voter registration, as well as on the actual ballot, were frequently
exploited.* For instance, one interviewee told us how minority groups such as South Asian
Americans in North Carolina were inundated with false information regarding the state’s
voting rules via the studied WhatsApp groups.*?

This false information seemingly achieved two things: it confused potential voters in the run-
up to the election, which discouraged people to vote, and it preemptively sowed distrust,
which nurtured wariness withregard to the election results before they were even announced.
One example captured these dynamics well: “disinformation spread on WhatsApp told us
[South Asian Americans in North Carolina] that we need to be careful because when you go
to cast your ballot, if they mark your ballot with a pen, then your ballot will be considered not
acceptable.” In North Carolina, however, your ballot needs to get marked because that’s how
they get your precinct-specific ballot to the individual voter.

The quoted false information was sometimes shared by people within the WhatsApp group
that were from other states, or was forwarded from other WhatsApp groups that claimed
the information was relevant for all voters even though it only concerned some states and
not others. The community organizer providing the cited example described a national
organization dedicated to mobilizing South Asian American voters for Democratic candidates
whose members, presumably unintentionally, spread dangerous false information by sharing
voting laws from California that did not apply in North Carolina.*®* Another interviewee, the
co-executive director of an independent political organization that has members in over
12 counties in Florida, cited various examples of relatively unsophisticated attempts at
spreading false information such as providing wrong information about where and when
to vote - nevertheless, these also fed into the previously described dynamics of voter
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discouragement.** The co-executive director told us:

“In 2020, there was a massive growth in misinformation [including] wrong
information about where to vote, what time to vote.”*>

Given the voting intricacies, especially for first-time voters, but also for returning voters, any
apposite summaries or alleged helpful information are likely to be picked up as guidance
within pre-established communities of trust, such as a group chat on an encrypted messaging
app comprised mostly of diaspora community members.*®

TACTICAL ADVANTAGES OF PROPAGANDISTS TARGETING DIASPORA
COMMUNITIES: THE (EASIER) EXPORT OF STRATEGIES AND
NARRATIVES

Inaddition to their respective languages being misappropriately translated on occasion,some
interview subjects also noticed another trend when identifying false information messaging
in their communities. In many of these circumstances, they outlined how false information
messaging did not seem to target U.S. diaspora communities specifically, but rather seemed
to originate from other countries or from the diaspora communities’ country of origin.*’

In other instances, it became clear that while the messages might have originated or been
produced in the U.S,, the distribution tactics were borrowed from popular forms of sharing
information in the countries of origin, namely relying on audio and video messages in addition
to text (as audio and video messages are more easily accessible for people with lower literacy
rates).*® We encountered community organizers who pointed out difficulties in moderating
local Telegram and WhatsApp groups as the groups were inundated with people sharing
disinformation content in Spanish including “one-hour videos (...) and people are watching
these.”*® With regard to the videos, some links which could be traced pointed to crossplatform
communication: the videos were first found on YouTube, then shared on WhatsApp and
forwarded to different WhatsApp groups.>° Longer videos also produce practical problems
for fact-checkers, as two leaders at a major fact-checking organization specifically serving
Hispanic communities told us:
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“[since] the videos are 15 or 20 minutes, it is almost impossible for small groups
to check all incorporated statements. There are so many facts, and things to
check [but] we are not necessarily going to give up.”>*

One group moderator was convinced that “many Latino strategists in Miami that have
done Latin American campaigns in Latin America” now use their proven tactics in the U.S.52
While the transplantation of campaign tactics across country borders has been witnessed
in the past,>® the widespread use of EMAs combined with the described, particular EMA
characteristics carries a new and explosive potential of reaching people all the time and right
at home. One WhatsApp group admin sounded defeated:

“It hurts me that they would abuse my community this way. In campaigns, it’s a
fight. And that’s okay to fight. But when you start losing the facts to win? All you
can do is expose them.”*

Ingeneral,attribution of falseinformationon EMAsis complicated, in part because information
flows easily across both international and state borders. One interviewee referenced that
content from India reached American diaspora communities not only via group chats
established by local diaspora communities, but also via individual chats with people “back
home in India” which can easily be forwarded to the local group chats.>®

Given these dynamic developments and corresponding challenges for transitionary
democracies around the world and for established democracies like the U.S., policymakers
are facing a demanding situation, and journalists are constantly confronted with finding the
right way to reach the right audience.

CONCLUSION

Thispaperanalyzedinterview data collected from September 2020 through September 2021,
including during the American presidential election on November 3, 2020. The upcoming
mid-term elections will take place in a possible post-COVID-19 environment which is defined
by continuing reverberations of the pandemic and related challenges - economically, socially,
and politically. The results show how diaspora communities get some of their news from
EMAs and contribute to the ongoing debate about declining trust of official news channels
- and with it, the rise of alternative sources of news and information, such as social media.>®
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At the same time, it draws attention to the challenges of inclusion and representation in U.S.
environments and the fact that this critique is still perceived as legitimate among minority
groups.®’

In critical media theory and cultural studies, community-owned media have empowered
marginalized groups by offering them an alternative environment for inclusion and
representation.>® This study suggests that we are now observing a critical shift in the way
diasporacommunitiesinthe U.S.engage with news. This raises important questions about the
conditions for public trust through inclusion and representation. For instance, the described
rhetoric of domestic privacy seeks to exclude some issues and interests from public debate
by personalizing and/or familiarizing them; it casts these as private-domestic or personal-
familial matters in contradistinction to public, political matters.>® However, the public sphere
is not the government or state; it is rather the informally mobilized body of nongovernmental
discursive opinion that can serve as a counterweight to the state. And to this, conversations
on EMAs among diaspora communities are contributing already.®°

In other words, diaspora communities engage politically, and so these political conversations
also happen on EMAs. They are very much informed by cultural context, political ideology,
cultural history, and migration. All of this leads to different conceptualizations of U.S. politics
that are not always in line with mainstream media narratives. Political persuasion happens
there asit does in other spaces, but the topics and themes are particular, such as emphasizing
Joe Biden as an Anti-Catholic presidential candidate. While these developments offer
opportunities for diaspora communities to claim their own spaces, it also means that false
information enters the fray. With regard to the latter, our research outlined four main themes
that defined false content on EMAs: (1) the sowing of confusion via translational ambiguities,
(2) the leveraging falsehoods to redraw ideological fault lines, (3) the use of religion to sow
doubt about candidates’ views, and (4) the oversimplification of complex perspectives,
policies, and procedures to alter voting decisions. In addition to the tactical advantages of
propagandists targeting diaspora communities, these research insights reveal areas of
prioritization for any counter programs with regard to the 2022 mid-term elections that aim
to focus on and work with diaspora communities.
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SUMMARY

This paper lays the groundwork for a larger qualitative study forthcoming in 2022. Here, we lay
out the threats posed to communities of color by online propaganda, with a focus on
disinformation campaigns. After presenting a breakdown of relevant types of harmful content
and the manner in which it spreads, we provide an overview of the ways that communities of
color have been targeted with disinformation and propaganda by racist and antidemocratic
actors during recent U.S. elections. We find that a wide-ranging and multi-platform propaganda
ecosystem has developed since 2016, which poses real threats to these targeted communities and
the electoral process. As the study will focus on three representative battleground
states—Arizona, Georgia, and Wisconsin—we then assess the political influence of communities
of color in each state and the distinct information threats they face. Finally, we review the
current state of counter-propaganda efforts, which until now have largely been undertaken by
social media platforms but are beginning to be addressed by lawmakers and regulators as well.
Our study will center on interviews with community leaders, activists, and other prominent
members of communities of color in the three states, focusing on the effect of propaganda on
these communities and which counter-disinformation strategies community leaders have found
to be successful. We then will be able to collaborate with these groups to create resources for

responding to disinformation that are tailored for their specific needs.

Samuel Woolley is an assistant professor in the School of Journalism at the University of Texas at Austin (UT). He is also the
project director for propaganda research at the Center for Media Engagement (CME) at UT. Woolley's research is focused
on computational propaganda and the use of emergent technologies in global political coommunication.
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work focuses on social media, computational propaganda, and combating disinformation.
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INTRODUCTION

In 2020, people across the United States faced a barrage of deceptive and divisive information
related to that year’s highly contentious election cycle. Social media platforms were plagued by
false content about various candidates for othce, patently untrue information about electoral
processes, systematic efforts to amplify bogus claims about voter fraud, and coercive political
messaging tied to COVID-19 conspiracy theories. A great deal of this content targeted
marginalized communities and, in particular, communities of color (Facebook: From Election to
Insurrection, 2021), (Austin et al., 2021), (Thakur & Hankerson, 2021). In Georgia, African
Americans and Hispanic Americans were on the receiving end of sophisticated microtargeting
efforts erroneously claiming that then-Senate candidate Raphael Warnock “celebrated” Fidel
Castro (Kertscher, 2020). In Arizona, Hispanic American and Native American communities
faced a cascade of untrue digital messaging over Twitter about the voting process
(Ramachandran, 2021), (Quaranta, 2020). In Wisconsin, multiple communities of color from
Madison to Milwaukee were targeted with lies about mail-in ballot fraud and ballot dumping
(Heim & Litke, 2020), (Witynski & Christoffer, 2020). Several of these coordinated efforts to
undermine voting and the democratic process have continued into 2021 with
partisan-motivated, overwhelmingly fruitless audits of election results. There is no indication

that these problems will abate during the 2022 election cycle.

While voter suppression and election disinformation efforts targeted at communities of color are
not new, technological advances have supercharged the power and reach of those efforts. Such
informational offensives are part of a new and innovative wave of highly potent, often
anonymous and automated propaganda. Propaganda—systematic efforts to mold society and
public opinion via coercive media tools and communication strategies—is now often
computational in form and networked in spread (Woolley & Howard, 2018), (Benkler et al.,
2018). Today’s influence campaigns are driven by a complex hybrid of political and commercial
motivations. They are defined by sophisticated attempts to manipulate media frameworks and
reporting practices, launder partisan information, and stoke political apathy and anger. Astroturf
or “inorganic” operations are often purposefully seeded amongst the public in social media
groups or via peer-to-peer text messages in efforts to get highly biased information to spread in a
fashion that has the illusion of being grassroots or organic. Unsurprisingly, the origins of such

endeavors are very difhcult to trace. Many are defined by disinformation: the purposeful spread
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of false content. This, in turn, can quickly become misinformation: false content that is

accidentally or unknowingly spread at a viral level.

In partnership with Protect Democracy, we are initiating an original research study that will
explore the effects of online propaganda and disinformation upon marginalized groups during
recent election cycles and in the lead-up to what looks to be a highly contentious 2022 election.
Targeted propaganda has been and remains a key mechanism through which racist and
antidemocratic actors seek to selectively disenfranchise voters. During the 2020 U.S. election,
these actors actively targeted communities of color with digital disinformation for the purposes
of political propaganda, voter intimidation, and voter suppression. These malicious efforts,
layered on top of longstanding structural barriers these communities face in exercising their

right to vote, can have outsized effects.

Our upcoming study—to be published in Spring 2022—will be grounded in data from
interviews with community leaders who have faced and responded to social media manipulation
campaigns and policy makers looking for solutions. It will seek to uncover the local and specific
harms caused by this focused form of digital propaganda. The study will also provide
recommendations and resources to help marginalized communities cope, centering their voices,
experiences, and expertise across these solutions. We will then partner with these groups to
create more tailored resources for responding to disinformation that address the unique needs of
individual communities in different regions of the country. In order to get the on-the-ground
perspective necessary, we will be focusing on three battleground states—Arizona, Georgia, and
Wisconsin—which will allow us to provide a nuanced picture of the situation across the United

States without losing focus on the particular realities in individual communities.

This white paper is a primer for the forthcoming empirical study. It lays out the background and
the conceptual foundation that our forthcoming research project will build on. Here, we explain
the context of the wider disinformation ecosystem that surrounds elections, discuss how that
ecosystem of disinformation has manifested in the three exemplar states in recent elections, and

present our research agenda for each of the states covered.
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THE PROPAGANDA ECOSYSTEM AND ELECTIONS

No piece of propaganda, conspiracy theory, or hate campaign exists in isolation. Social media
platforms from Instagram to YouTube play host to a networked collection of harmful,
misleading, and Machiavellian content that appears in various forms on a continuum from
massaged truths to outright lies. Coordinated attempts to illicitly manipulate public opinion
originate and seamlessly spread across multiple spaces online and across traditional texts and
innovative apps on mobile devices. This section describes the main types of online propaganda as
they relate to election issues and the targeting of marginalized communities. We pay particular
attention to disinformation, because it is purposefully spread and fictitious. With today’s electoral
process increasingly defined by bad-faith actors taking advantage of socio-political division and
confusion about the technical aspects of voting, disinformation has become a particularly
important tool for influencing perception and behavior. Election-related disinformation cannot
be fully disentangled from related efforts to systematically seed manipulative information during
both major events and everyday life. That said, disinformation seems to spike during security

crises, natural disasters, and major international events.

Because all forms of harmful digital content reinforce one another, actions that affect one
platform or community may have untold effects downstream on other groups as well as on other
information spaces, including traditional media. The harms caused by those who leverage and
spread these types of content differ, but so do the ways in which research may be able to discern
worrisome behavioral outcomes and propose solutions. For example, because COVID-19 and
election conspiracy theories develop in similar spaces, attempts to improve the information
ecosystem by targeting health misinformation may also be helpful in the fight against election
disinformation. Understanding the interrelated nature of propaganda and its forms, particularly
disinformation, is necessary to capture and respond to the problem fully and to avoid unintended

harm.

The damage caused by propaganda and disinformation can manifest differently depending on
the target and the space in which it is spreading at a given moment. Propaganda can be purely
commercial or political, but it is most often a combination of efforts to both make money
through clicks, views, and ads and simultaneously advantage ideological allies. For instance,
attempts to mislead minors on youth-oriented platforms like TikTok might result in an uptick

in underage e-cigarette use or stoke anti-Black Lives Matter sentiment while also driving users
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to follow particular influencers or access junk news websites. Meanwhile, “seeded” lies in
Facebook groups popular with retirees might increase polarization while promoting phishing
campaigns. As such, it is important to take a full-spectrum, multi-platform approach to
understanding digital propaganda, while remembering the variety of methods these campaigns

employ.
ForMs oF ELECTION-RELATED DISINFORMATION AND PROPAGANDA

e Fabricated News: Some disinformation is spread by websites or groups that claim to be
legitimate news outlets but in fact fabricate stories due to ideological or profit-driven
motives. While social media companies have taken some steps to remove or fact-check
these websites, engagement with “unreliable” news sites on social media quadrupled in
2020 compared to 2019 (Fischer, 2020). Once created, fabricated news may be spread by
politicians and their allies in their advertising material and speeches or inadvertently
shared by unsuspecting viewers. For instance, three months after the 2020 election,
businessman and far-right influencer Mike Lindell created a widely shared film claiming
that the Biden campaign used a supercomputer to hack electronic voting systems—a
claim that originated on a fabricated news website, The American Report (Spencer &
Fichera, 2021).

e Conspiracy Theories: A lot of disinformation occurs in the form of conspiracy theories,
which may be focused on a given issue (such as anti-vaccine conspiracy theories) or have
a more general scope (for example, alleging pedophile networks in government and
entertainment). A conspiracy theory is a claim that political events are manipulated by
powerful groups without public knowledge, usually in a way the conspiracy theorist
considers hostile. These generally differ from fabricated news because, rather than
masquerading as coming from a trusted source, conspiracy theories spread organically
through user-generated content in networks such as “QAnon” groups. Ordinary citizens
serve as generators of false information, and their false narratives take on lives of their
own on social media. In an election context, conspiracy theories may allege that the
election will be rigged by powerful groups. Donald Trump and his allies, for instance,
claimed after the 2020 election that Dominion Voting Systems had deleted or “Hipped”
millions of Trump votes in collusion with a list of possible conspirators from Speaker of
the House Nancy Pelosi to late Venezuelan President Hugo Chavez (Swenson & Seitz,
2021).
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e Voting Disinformation: One of the most dangerous types of disinformation (and one of
the very few that can be tried as a criminal offense), voting disinformation is false
information designed for the purpose of voter suppression. It includes false information
about voting times, polling places, methods of voting, or eligibility to vote. For example,
a variety of groups—foreign and domestic—maliciously spread claims that votes can be
cast by text message among prospective Clinton voters during the 2016 election
(Hawkins, 2016). Hate groups are the largest perpetrators of voting disinformation, and
they directly target minority voters as part of their centuries-long efforts to suppress the
votes of Americans of color. While this is a relatively uncommon form of disinformation,
election integrity and U.S. law demand that it be identified and removed with diligence.
Unsuspecting viewers of voting disinformation who share it with their networks with the
best of intentions help its viral spread. Similarly, researchers have noticed that when
well-meaning voters share state-specific voting information on social media, it can sow
confusion and become misinformation when it is viewed out of context by members of

their social networks in other states (Gursky et al., 2021).

e False Political Advertising: Political advertisements, commonly purchased by campaigns
and political action committees (“PACs” and “Super PACs”) are pervasive in battleground
states during significant election cycles. However, these advertisements may contain
deceptive information designed to manipulate voters” opinions of candidates. In 2020,
pro-Trump advertisements microtargeted Wisconsin voters with false claims about
then-presidential candidate Joe Biden’s economic policy (Hardee, 2020). While political
advertising on social media is subject to disclosure rules enforced by the Federal Election
Commission (FEC), which Facebook implemented with its policy on political advertising
disclaimers (Facebook, 2019), and in some cases to fact-checking policies, these may be
insufhciently enforced. Moreover, user-generated content, including repeating these false
claims, is not subject to these policies. Deceptive advertising may also be camouflaged as

organic content or “astroturfed” via paid influencers and computational propaganda.
METHODS OF SPREAD
e Computational Propaganda: Computational propaganda is the use of automation,
algorithms, and big data on social media in attempts to manipulate public opinion. Most

notoriously, networks of bots—automated accounts posing as human users—can
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disseminate false or harmful content. Computational propaganda has become a major
information threat to U.S. elections, as automation allows bad actors to amplify the effects
of disinformation by spreading it through social networks. The role of computational
propaganda changed between the 2016 and 2020 elections; platforms removed some bot
networks, but adversaries also developed more sophisticated techniques. It remains a
persistent problem, with one large-dataset study finding over 100,000 likely bots on
Twitter sharing election-related content in 2020 (Chang et al., 2021). Computational
propaganda poses a new and evolving threat, and existing institutions designed to spot
traditional information threats to elections, such as the FEC, are not sufhciently equipped

to handle automated actors on social media.

e Microtargeting: Microtargeting, the practice of using social media data to reach finely
defined groups or individuals, is a powerful tool at the heart of both commercial and
political digital advertising strategies. Microtargeted campaign claims are targeted at those
most likely to spread them further, and effectively targeted false or misleading claims
become organic misinformation, which is more trusted by those in the network of
targeted users. The Trump presidential campaigns employed microtargeting to maximize
their digital strategies’ effectiveness, including the notorious use of Cambridge Analytica’s
psychological profiling to target voters in 2016 (Andrews, 2018). Trump’s 2020 campaign
included many figures from the now-defunct irm and microtargeted voters to a far
greater extent than the Biden campaign (Leon & Sharp, 2020). The campaign and
pro-Trump super PACs used data collected for microtargeting to target millions of
people with advertisements that contained false or misleading claims—one super PAC
known for failing fact-checks (Fung, 2020) spent $5.5 million on ads, including social
media advertising, in the Milwaukee area in the weeks leading up to Election Day
(Treene, 2020).

e Encrypted Disinformation: While often spreading like other forms of propaganda,
disinformation on encrypted messaging apps such as WhatsApp and Telegram adds
another dimension to the problem. These apps cannot be easily monitored or studied,
because, by design, no third party (including the platform itself) can see what messages or
images are being sent. As a result, they are fertile ground both for propaganda to infiltrate
voters’ trusted networks and for disinformation actors to coordinate attacks on public
platforms. This is particularly relevant for diaspora communities such as Hispanic

Americans and Indian Americans, who are far more likely to use WhatsApp and other
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encrypted messaging apps than non-Hispanic white and Black Americans (Gursky et al.,
2021).

e Narrowcast Disinformation: Narrowcast disinformation refers to disinformation shared
in smaller groups that are already predisposed to believe it, as opposed to a wider
audience that may be more skeptical. This is enabled by precision targeting and allows
disinformation actors to create echo chambers in which their content is uncritically
received by vulnerable people. Narrowcast disinformation is “2-3 [times] as prevalent as
viral misinformation,” according to internal Facebook documents, and represents a
dangerous weaponization of social media’s power to create community (Anonymous,
2020). Furthermore, as marginalized groups are not homogenous political blocs,
narrowcast disinformation risks fracturing and dividing existing communities. While it
may be microtargeted, narrowcast disinformation is different from microtargeting in that
it refers to the nature of the group receiving disinformation, not the way the
disinformation is delivered. For instance, a non-microtargeted piece of disinformation
may be broadcast in a public forum subject to critical scrutiny and narrowcast to small

groups predisposed to believe it.

o Influencers: In this age of social fragmentation online, many users turn to
influencers—high-activity accounts with large followings—for trusted information and
political judgements. However, influencers exist as part of the same information
ecosystem and may not be as independent as they appear. Not only do many political
influencers repeat misinformation or act as creators of disinformation, but they also are
now often coordinated behind the scenes because of their tremendous political and
commercial potential. Specialized firms such as Wolf Global curate networks or “pods” of
influencers who are paid or encouraged to spread a coordinated message in a manner not
subject to public scrutiny (Goodwin et al., 2020). This is particularly important for
micro-influencers, who previously may have been too small for political campaigns to use
directly but now can be recruited en masse through coordinated off-platform networks.
Because the coordinated nature of this process is hidden and smaller influencers will be
trusted by their tight-knit followings, this is a particularly dangerous form of propaganda

when aimed at marginalized groups.
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OTHER TYPES oF HARMFUL ELECTION-RELATED CONTENT

e Inflammatory information: Some content that is not necessarily untrue can still be
harmful. Inflammatory information is content that is manipulated and presented to stoke
tensions and create divisions in a way that affects Americans’ ability to properly
participate in the electoral process. Such information spreads rapidly on social media
thanks to algorithms designed to maximize engagement and can cause people to support
extremist candidates, attack the legitimacy of elections, and even engage in violence.
When dealing with inflammatory information, it is important to distinguish genuine
activism from attempts to create anger to attack elections, such as the Russian-linked
deceptive “Blacktivist” campaign (Byers, 2017), but it is still possible to uncover deceptive

or manipulative uses of such information without harming activists.

e Voter Deterrence: The use of political advertising and other campaigning tools to deter
voters from choosing an opposing candidate is an endemic feature of modern political
campaigning. It can be as simple as negative TV spots aimed at depressing turnout by
attacking a candidate, but modern social media adds a dangerous aspect to this practice.
When groups of voters are micro-targeted based on their propensity to support a political
party, there will inevitably be a disparate impact on segments of the population—defined
by race, age, or religion—that are strongly disposed toward one party. Those dynamics,
combined with the legacy of historical suppression of the Black vote and ongoing racism,
meant that Black Americans were disproportionately targeted by deterrence advertising
in 2016 (Channel 4 News Investigations, 2020) and 2020 (Ryan-Mosley, 2020). Though
social media companies have removed some targeting features, sophisticated methods of
voter deterrence that do not explicitly use race nonetheless disproportionately affect
certain marginalized groups. For example, residential segregation means that ZIP
code-level targeting can be extremely effective at targeting communities of color.
Although deterrence campaigning usually does not consist of disinformation or
harassment directly, ofhcial campaigning may both include disinformation and inspire it.
Hate groups and disinformation actors, too, are aware of the potential of voter deterrence

in achieving their electoral objectives.
e Targeted Harassment: In addition to disinformation, coordinated hate can also affect

participation in political discourse and the electoral process. Harassment campaigns

targeted at political candidates, journalists, and activists harm their ability and willingness

AT THE EPICENTER: ELECTORAL PROPAGANDA IN TARGETED COMMUNITIES OF COLOR n



to participate in the political processes. They can result in a “spiral of silence,” when the
intimidation of high-profile igures makes it more difhcult for other members of a
community to speak publicly (Hampton et al., 2014). Even beyond the human costs of
harassment, the chilling effect it creates has additional negative effects on the political
conversation. Because women and communities of color are disproportionately targeted
by harassment campaigns (Vogels, 2021), this problem has particular relevance to the

political participation of marginalized groups.

e Hateful Content: While not always directly targeted at vulnerable groups, the presence
of hateful content on social media creates a hostile environment that may affect their
ability or willingness to participate in political life. Online hate thus has an indirect effect
on the electoral process that parallels the United States’ long and ongoing history of voter

intimidation campaigns, which may be part of the motivation for spreading such hate.
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DISINFORMATION IN RECENT U.S. ELECTIONS

A wide range of malicious actors including foreign governments and domestic political groups
leverage digital propaganda and disinformation in order to undermine U.S. elections and further
marginalize communities of color and other vulnerable groups that are integral to the success of
American democracy. In order to unpack the scope of the issue, this section provides details on
related efforts and cases between 2016 and today. The 2022 elections will undoubtedly be rife
with similar information threats aimed at various segments of the public. With this in mind, we
must understand the ways in which people in our country—particularly people of color—have

experienced propaganda and disinformation in recent years.
2016 - 2018

While the 2016 election cycle brought computational propaganda— which allows individuals
and groups to massively amplify disinformation and micro-target vulnerable voters—into the
spotlight, many of its techniques were developed outside of the United States. Such tactics were
already in use in the Spanish-language Internet, where “Pefiabots” had been active since 2012 in
support of then-President of Mexico Enrique Pefia Nieto (Daniel, 2016), and in Russia, where
the government continues to hone sophisticated and systematic transnational disinformation
techniques that have been used in “active measures” campaigns dating back to the early Soviet
era (Galeotti, 2019).

The 2016 election saw foreign disinformation break through as a major issue on social media.
Russian disinformation, beyond supporting Donald Trump’s presidential candidacy, targeted
Black voters to discourage them from voting for then-presidential candidate Hillary Clinton
(“Russian trolls’ chief target was ‘black US voters’ in 2016,” 2019). In addition to the Russian
campaign, which focused on undermining the legitimacy of America’s democracy, for-profit
disinformation came from diverse and unexpected sources. One small town in North Macedonia
produced over 100 pro-Trump fabricated news websites in a profitable cottage industry
(Silverman & Alexander, 2016). The polarized nature of the election, where the often-dubious
claims of pro-Trump media caused supporters to seek out confirmatory news, created a market

for false, partisan stories, and these actors responded to that economic incentive.
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Americans, too, joined in the feeding frenzy. Conspiracy theories directly aimed at figures
within the Clinton campaign, such as “Pizzagate,” spread rapidly in partisan spaces with the help
of bot networks (Bleakley, 2021). Worse still, formerly fringe hate groups, emboldened by
Donald Trump’s candidacy, poisoned social media websites with harassment campaigns and
extremist material. While efforts have been made since 2016 to address some of these problems,
at that time the United States and social media companies were simply unprepared for the scope

and novelty of the information threats they faced.

In the 2018 midterm elections, as bad actors ability to target harmful content improved, other
racial and religious minorities became the targets of tailored attacks. Researchers were able to
discern specific tactics used by political trolls against marginalized groups, such as the use of
Spanish-language disinformation aimed at Hispanic voters searching for information on
candidates (Flores-Saviga & Savage, 2019). Social media companies struggled to deal with the
more local nature of propaganda targeted at state elections. In addition to targeted
disinformation, targeted harassment campaigns attempted to dissuade members of marginalized

groups from political participation in 2018.
2020

Many of these same pernicious patterns recurred in 2020, and disinformation was a major theme
of the election. National-level disinformation spread through a network of high-profile actors,
who were often inspired by the Trump campaign but took far-right messaging beyond even
what the campaign ofhcially endorsed. Network analysis has shown that, since 2016, far-right
media outlets have become more distinct from the American mainstream, often spreading
disinformation and conspiracy theories (Benkler et al., 2018). Microtargeted propaganda was
aimed directly at many vulnerable groups, often bound up with issues such as health
disinformation. Black voters were besieged by quantifiably higher levels of hate and
disinformation on social media during the Black Lives Matter protests occurring throughout the
summer than before the protests (Kumleben et al., 2020), and they then were targeted again with
voter disinformation and deterrence campaigning in the run-up to Election Day. Tailored,
culturally specific propaganda targeted Hispanic voters too, particularly in Florida where claims
that Joe Biden was a socialist or Communist were designed to exploit Cuban American voters’
sensitivity on these issues. Religiously oriented disinformation also spread to manipulate
Hispanic Catholics, both about hot-button issues like abortion and more baroque claims, such as

alleging that then-vice presidential candidate Kamala Harris practices witchcraft (Mazzei &
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Medina, 2020). The 2020 election represented a hitherto unparalleled level of election
disinformation in the United States, particularly microtargeted disinformation aimed at

vulnerable groups, and it is critical that this high-water mark is not reached again.

The context of the 2020 election during the COVID-19 pandemic also provided a windfall
opportunity for conspiracy theorists, disinformation influencers, and political extremists to
manipulate public opinion. Communities of color have been particularly vulnerable to some
kinds of targeted health disinformation, in part because of their justified skepticism of the U.S.
healthcare establishment based on its ongoing history of unfair and unethical treatment of people
of color (Serchen et al., 2020). Beyond the deadly threat of COVID-19 disinformation itself,
confusion and fear about the pandemic created an opportunity to attack the legitimacy of
democratic elections. Uncertainty about public health measures responsive to the pandemic
added fuel to disinformation about voting procedures, mail-in voting, ballot security, and many
other aspects of the electoral process. Furthermore, people confused by or distrustful of the
scientific narrative around COVID-19 who searched for alternative perspectives probably
encountered other conspiracy theories along the way. COVID-19 thus provided bad actors a
chance both to sow distrust in the electoral process and to convert distrust of science into

political radicalization.

Immediately after the 2020 election, then-President Trump followed through with his threats to
contest the legitimacy of the vote, and a maelstrom of disinformation descended upon
battleground states. In Georgia, election ofhcials received death threats, racist messages, and
in-person harassment as a result of conspiracy theories about the election (So, 2021). In
Wisconsin, a conspiracy theory that a misplaced USB drive was used to steal votes spread widely
in Milwaukee after it was published by far-right news website The Gateway Pundit (Litke,
2020). Even more elaborate theories appeared in Arizona, where disinformation actors first
claimed that ballots filled out with Sharpie markers were invalid (Sadeghi, 2020), then that false
ballots made with bamboo fibers were flown in from China (Levine, 2021). These false claims
and many more intertwined in the disinformation ecosystem into a concerted and coordinated
attempt to delegitimize the election of President Joe Biden. Unfortunately, though these claims
have not survived legal or journalistic scrutiny, they have persisted among Republicans as a
group, 60 percent of whom continue to believe the Big Lie that Joe Biden’s victory is the result
of widespread election fraud, and, and to a lesser extent, in communities of color, with one
recent poll inding 42 percent of Hispanic and 20 percent of Black respondents believed that the
2020 election should definitely or probably be overturned (National Tracking Poll, 2021). In the
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run-up to 2022, it is critical that all stakeholders come together to afhrm the legitimacy and

security of American elections.
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DIGGING DEEPER: THREE CASE STUDIES OF
TARGETED DISINFORMATION

In order to focus on the human and electoral impacts of targeted propaganda, our study will
cover three key battleground states: Arizona, Georgia, and Wisconsin. The voters who live in
these states are especially attractive targets for propaganda, because their voting behavior may
decide the course of an election. Each of these states voted for Donald Trump in 2016 and Joe
Biden in 2020, so understanding their dynamics may help us determine how these factors are
electorally relevant. Furthermore, they are each representative of a wider electorally important
region—the Southwest, the Southeast, and the Midwest, respectively. Finally, because they are
demographically distinct, these case studies will allow us to keep a consistent focus on targeted
groups and address the specific but different dangers targeting Asian, Black, Hispanic, and

Native Americans.
ARIzoNA: HispANIC VOTERS As TARGETS

The Hispanic community is the fastest-growing voting demographic in the country, and
Hispanic voters are increasingly politically influential in many states, particularly in the
Southwest. However, they face unique disinformation challenges that require additional research
in order to tailor appropriate responses to propaganda and to ensure that disinformation does not
prevent Hispanic voters from participating in elections. In Arizona, Hispanic Americans form a
demographic plurality at 42.4 percent of the population, with 20.8 percent of Arizonans
speaking Spanish as their primary language. Currently, 23.6 percent of eligible voters in the state
are Hispanic, though the Hispanic vote will increase in importance as more Hispanic Arizonans
receive citizenship or reach voting age (Pew Research, 2020). Hispanic voters face structural
barriers to accessing accurate voting information that some other groups may not—including,
among other things, language barriers and justified mistrust of government agencies due to
concerns about immigration policies and enforcement—that make them more vulnerable to

voting disinformation.

Hispanic Arizonans are targeted by campaign strategists of both parties to affect their turnout
and sway their choice of candidate. Many Hispanic voters’ views do not neatly align with either
major political party’s platform; while many prefer the Democratic Party’s approach to

immigration and economic policy, those same voters often also support the Republican Party’s
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policies on social issues such as abortion for religious reasons. In addition, because the U.S.
Hispanic population has roots in many different countries, different Hispanic sub-communities
have distinct vulnerabilities to disinformation campaigns targeting people from those countries
with tailored, culturally specific messaging. These factors create an opportunity for both
Democratic and Republican candidates to appeal to Hispanic voters, but they also create a
chance for propaganda to manipulate Hispanic voters over deeply held beliefs that may not be
obvious to non-Hispanic researchers or strategists. Furthermore, hostile and racist
English-language disinformation attacking Hispanic people in the U.S., such as claims that
“millions” of undocumented immigrants commit voter fraud (“Trump claims millions voted
illegally in presidential poll”, 2016) and the “Great Replacement” conspiracy theory (Charlton,
2019), may dissuade political participation by Hispanic voters by stoking fear and making them

teel unwelcome.

Hispanic Americans face additional challenges with overt propaganda and political
disinformation in Spanish. Translations of English content sometimes can be misinformation
themselves. In one case in 2020, the difference between the connotations of the English
“Progressive” and the Spanish “Progresista” meant that a video of Joe Biden was shared as “proof”
that he identified as a socialist, turning a literal translation into organic misinformation (Gursky
et al., 2021). The bulk of existing fact-checking infrastructure also focuses on English-language
media rather than media in other languages, providing fewer resources for Spanish speakers to
debunk voter disinformation spread in that language. These patterns have played out across the
Hispanic community, though the targeting of Cuban and Venezuelan Americans in Florida has

received the most media coverage (Mazzei, 2020).

Hispanic Americans are almost seven times more likely to use encrypted messaging apps such as
WhatsApp to discuss politics than non-Hispanic whites (Gursky et al., 2021). WhatsApp is
dangerously conducive to the community spread of disinformation due to the app’s features; its
encrypted design means Facebook is unable to analyze disinformation networks on WhatsApp
in the way it does for unencrypted platforms, and users’ ability to mass-forward messages allows
false and misleading information to proliferate quickly. Despite the difhculty of verifying the
authenticity of information on the app, WhatsApp groups often act as a trusted news source for
users. The opacity of these apps makes qualitative research such as this project particularly

important for the Hispanic community.
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The most immediately pressing challenge facing Hispanic voters is politically and racially
motivated voter suppression, including through disinformation. Many community activist
groups focused on getting out the vote are doing excellent work to combat this threat, but more
research is necessary to determine the specific nature of suppressive disinformation aimed at
Hispanic voters. In our research, we will discuss these issues with Arizona voting rights activists
and community leaders, both to assess the impact of online propaganda on the Hispanic

community and learn about and amplify successful strategies for combating this threat.

NATIVE AMERICANS IN ARIZONA

Native Americans represent a signiﬁcant share of Arizona vorters, and more than 10 percent of
the country’s Native population lives in Arizona. Historically, Native Americans did not fully
receive the right to vote until the passage of the Voting Rights Act of 1965, and they have
continued to face significant structural barriers to exercising that right. These include lack of
access in remote tribal areas to post ofhces, telephone service, and the Internet, as well as the
lack of addresses in rural communities such as the Navajo Nation (Vasilogambros, 2019). As a
result, Native voters’ turnout rates have been lower than those of other racial groups, but rates

are improving with help from voting advocacy groups. While disinformation about

COVID-19 in Native communities has received more media attention, these groups also face
misinformation about technical aspects of the voting process, which often includes additional
complications in Native communities that risk suppressing voters and delegitimizing elections
(Native American Resource Fund, 2020). However, because Native issues rarely receive
adequate attention outside of their communities, our research will emphasize hearing directly
from Native advocacy groups about the solutions they have found effective for overcoming
disinformation.

GEoORGIA: BLAck AMERICANS AND THE BALLOT Box

Voter suppression, driven by racism and enforced by violence, disenfranchised Georgia’s large
Black population until the Voting Rights Act of 1965. Now, Black Georgians play a central role
in state politics, representing 33 percent of eligible voters in Georgia and 48 percent of the
increase in the voting population since 2000 (Budiman & Noe-Bustamente, 2020). Voting
rights continue to be a contentious issue in Georgia, where current voting laws have a
suppressive effect. Modern voter suppression, the dark legacy of Georgia’s history, also has in
part moved online, where it takes place through techniques similar to other forms of

disinformation and harassment. The COVID-19 pandemic’s effect on voting procedures,
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Georgia’s abrupt adoption of an electronic voting system, and extremist responses to Black Lives

Matter protests also caused problems in 2020.

Voter disinformation designed to suppress Black votes is the central concern of our study of
Georgia, as it is with much media coverage of disinformation issues in the state. Outright voter
intimidation online was not unheard of in 2020, with attacks on election integrity serving as
supposed justifications for false claims of “securing” polling places and other such veiled threats
to voters (Fessler, 2020). Explicit threats by far-right extremists to Black Georgians went even
further in an effort to suppress voters, though these threats were not carried out (] oyner, 2020).
Moreover, confusion about COVID-19 voting procedures and mail-in voting laws created
problems for Black voters, particularly elderly voters. Changes in voting procedures were
complicated by the introduction of electronic in-person voting machines. Legitimate concerns
have been raised about the speed with which Georgia transitioned to electronic voting, and
reputable experts dispute the security of electronic voting in comparison to paper ballots (Niesse
& Wickert, 2019). However, propaganda networks seized on these claims to spread unfounded
conspiracy theories about Georgia’s voting machines. Voters were told that private companies
could rig elections and that their votes might not be counted, and disinformation actors sowed

confusion about the technical aspects of voting.

In our study of Georgia, we will focus on interviewing voter advocacy and civil rights groups
who fight suppressive disinformation. Georgia has a long tradition of civil rights activism, and
these groups have seen information threats evolve over decades into the Internet age. We will
also focus on those threats encountered by Black civil society groups that engage in
get-out-the-vote activities, such as churches that host “Souls to the Polls” events. Understanding
the local impact of voting disinformation is critical to building upon these organizations’
strategies to keep citizens voting in the face of disinformation and technological changes to the
voting process. We will also investigate the impact of hate speech and inflammatory information
on Georgia voters, including from threats to polling places by white supremacists and
propaganda designed to stoke racial fears such as the Russian impersonation of Black Lives
Matter activists (Byers, 2017), and the extent to which such activity affects decisions to vote.
Keeping a tight focus on propaganda in Georgia’s Black community and the tactics with which
the community has responded in this case study will allow us to promote strategies that can help

this community and similar communities combat disinformation in 2022.
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WisconsIN: THE DARK SIDE ofF “BusiNEss As UsuaL”

Wisconsin as a case study provides a useful opportunity to perform qualitative research based on
quantitative work and data journalism. Although Wisconsin’s population is predominantly
white, the state is home to diverse communities of color, with no one group as a dominant racial
or ethnic minority. According to census data, Wisconsin’s population is 6.7 percent Black or
African American, 7.1 percent Hispanic or Latino, and 3 percent Asian, including a relatively
large Hmong community. Wisconsin also includes the only county in the eastern half of the
U.S. with a majority Native American population. Residential segregation persists in Wisconsin,
and communities of color are concentrated in its urban areas. The Milwaukee area has the third
highest proportion of African American residents in the Midwest, behind Detroit and
Cleveland. It is also an important case study as one of several critical battleground states in the
Midwest that voted for Donald Trump in 2016 and Joe Biden in 2020. Studying how online
propaganda targeted marginalized groups in Wisconsin thus gives us a greater opportunity for
comparative analysis than in other states, where our study takes a more specific focus on
individual groups. Wisconsin’s location in the Midwest also provides a test case for
counter-propaganda efforts across several battleground states with similar cultures and
demographics. Wisconsin has become increasingly diverse in recent years but has also seen
increasing state-level political polarization for longer than some comparable states—according to

many locals, since the bitter gubernatorial recall campaign of 2012 (Gilbert, 2014).

Heavy campaigning in Wisconsin in 2020 saw communities of color targeted both by
traditional campaigning methods and the microtargeting of their members, either through
geographic targeting based on residential segregation or through other targeting methods that
functioned as a proxy for race. The combination of deterrence campaigning and microtargeting
creates a persistent, systemic threat to these communities’ participation in the electoral process,
particularly because of the inherently suppressive nature of turnout-based campaigning common
in states such as Wisconsin. In both 2016 and 2020, the Trump campaign engaged in highly
sophisticated targeting of deterrence campaigns that disproportionately targeted minority
groups. According to Wisconsin Watch, the campaign “used demographic data to systematically
dissuade voters in Milwaukee’s primarily Black neighborhoods from participating in the
election” (Campbell & Schultz, 2020). A statistical analysis by Channel 4, which uncovered this
phenomenon, clearly shows disproportionate targeting of minority voters in 2020, and internal
campaign documents show attempts to target African American voters specifically in 2016

(“Revealed: Trump campaign strategy to deter millions of Black Americans from voting in

AT THE EPICENTER: ELECTORAL PROPAGANDA IN TARGETED COMMUNITIES OF COLOR 21



2016,” 2020). Local Republicans in Wisconsin also repeated misleading claims from the Trump
campaign about the security of mail-in ballots in an attempt to deter voting by mail (Redman et
al., 2020). Further investigation is necessary to assess the extent to which targeted groups were
actually deterred from voting and how anti-democratic actors used social media to spread

deterrence disinformation.

In our qualitative research, we will build on this analysis of suppressive deterrence campaigning
in Wisconsin in order to discern the human impact and social effect of these practices, focusing
on the community spread of political misinformation. By interviewing those victimized by and
those fighting against microtargeted deterrence and suppressive propaganda, we will illuminate
how Wisconsin voters of color experience the threat of political disinformation and how
communities have responded. In addition to Black voters in and around Milwaukee, we will
investigate the impact on Hispanic voters and the Hmong community. In this way, we will
produce a snapshot of how propaganda harms marginalized voters in Wisconsin that may also
provide insight for responding to disinformation issues in analogous communities across the

region and the nation.
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CURRENT EFFORTS TO COMBAT DISINFORMATION

Both before and after the 2020 election, deplatforming malicious actors by removing their access
to public social media accounts has proven somewhat successful in combating online propaganda
insofar as it takes away these actors’ public communication channels and access to large
audiences (Jhaver et al., 2021), (Rogers, 2020). Researchers found that online misinformation
about election fraud decreased by 73 percent after social media sites suspended Donald Trump
and several allies (Dwoskin & Timberg, 2021). Deplatforming users who coordinate inauthentic
behavior or who act as originators of propaganda has been particularly praised because it disrupts
the entire disinformation ecosystem across platforms (Rogers, 2020). Facebook currently defines
Coordinated Inauthentic Behavior (CIB) as “coordinated efforts to manipulate public debate for
a strategic goal where fake accounts are central to the operation” (Facebook, 2021). CIB is the
clearest use case for deplatforming, and social media companies have used quantitative analytics
to remove entire coordinated networks at once. Deplatforming is more technically complex

when dealing with other harmful behavior where a clear definition may be dithcult to write and

apply.

Deplatforming malicious actors from major platforms can, unfortunately, shift them onto more
fringe or private platforms such as encrypted messaging apps. For instance, even while in the
process of being deplatformed, the conspiracy theorist Laura Loomer posted on her remaining
accounts asking followers to join her on the encrypted Telegram app (Sommer, 2019). While
antidemocratic actors’ reach may be smaller after being deplatformed, they are able to operate
more covertly once their activity is hidden. These dark networks coordinate to organize
seemingly organic activity—for instance, far—right extremists have used private Twitter rooms to
manipulate real networks of Trump supporters into spreading harmful messages on the public
side of Twitter (Musgrave, 2017). One technical solution to this issue is shadowbanning:
throttling the reach of bad actors by reducing the visibility of their posts. While this does not
remove their propaganda entirely, it is effective at limiting social network spread in a way that
leaves individual users in the network less likely to go underground because they may be

unaware they have been shadowbanned (Ali et al., 2021).
Lawmakers around the country are pursuing various goals related to protecting the rights of

social media users. Several bills have been proposed to protect users of social media platforms

from algorithmic discrimination, a practice that is particularly harmful to communities of color.
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The COPRA (Consumer Online Privacy Rights Act, 2019) and SAFE TECH (SAFE TECH
Act, 2021) Acts would both introduce civil rights protections to the governance of social media
data, and the Algorithmic Justice and Online Platform Transparency Act would go further by
establishing a harm standard by which social media companies would be responsible for
discriminatory algorithmic processes (potentially including microtargeting harmful content)
(Algorithmic Justice and Online Platform Transparency Act, 2021). Lawmakers have also made
moves to provide transparent data access to researchers, such as the Social Media DATA Act
(Social Media DATA Act, 2021), which would provide a full archive of paid advertisements and
create 2 working group to inform future policy recommendations. Some states have begun to try
to regulate deplatforming. Florida recently attempted to pass a law restricting deplatforming,
which a judge quickly found to violate both the First Amendment and Section 230 of the
Communications Decency Act (Brodkin, 2021). Texas followed suit with a similar law, which is

likely to meet a similar fate.

Administrative agencies, too, have looked to extend their oversight of social media. The Federal
Trade Commission (FTC), which has extensive powers to regulate if so directed, has taken an
interest in many aspects of tech regulation. Lawmakers are considering expanding its role, with
the 21st Century FTC Act empowering the FTC to regulate deceptive practices on social media
(21st Century FTC Act, 2021). The Federal Election Commission (FEC), which enforces
campaign finance law, has been relatively quiet on this topic other than some rules on the
disclosure of paid advertisements (Federal Election Commission, n.d.). While some experts, such
as former FEC commissioner Ann Ravel, have called for stronger FEC oversight (Ravel et al.,
2019), the FEC is currently still grappling with these issues, having only regained a quorum of
commissioners at the end of 2020 (Buble, 2020).
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CONCLUSION: FUTURE RESEARCH AGENDA

Improving the political information ecosystem online for communities of color will, in the long
run, require more than simply disrupting harmful activity. In order to solve these problems, we
must understand them much better, then communicate that understanding across the industry
and the electorate. Researchers and regulators need greater access to data from social media
companies in order to quantify propaganda and analyze networks, such as that promised by the
Social Media DATA Act. But quantitative research alone is insufhcient; both qualitative and

quantitative research together are necessary to provide a complete picture.

The two types of research are necessary for different reasons. As propaganda is spread at scale
through technological platforms, quantitative research including data science, network analysis,
and big data approaches can discover and map out disinformation networks quickly and
efhciently. This gives us a big picture viewpoint of the situation on a given platform and
provides opportunities to root out stubborn information threats. It is also often more effective
than qualitative research at studying specific trends over time and evaluating policies aimed at
combating harmful content. Qualitative research, though, is needed to understand the
cross-platform nature and social context of propaganda. It is difhcult enough to perform
quantitative research across multiple open platforms, but bad actors’ use of encrypted apps such
as Telegram make a fully quantitative account of the ecosystem impossible. Even on
non-encrypted platforms, researchers often lack sufhcient data to quantify structural inequalities
in data use as experienced by communities of color, so qualitative research can be used to guide
the data transparency initiatives necessary for understanding the harmful effects of algorithmic
injustice. Furthermore, qualitative research such as this project is the only way to focus on the
impact of propaganda on its victims, particularly marginalized communities who may be
underrepresented in quantitative work. Without qualitative research, we risk perpetuating the

same patterns of harm this study seeks to prevent.

Our study will center on interviews with community leaders, activists, and other prominent
members of communities of color in the three states. We plan to conduct semi-structured
in-depth interviews, both in-person and through video software such as Zoom. Following
receipt of the consent form, all interviews will be consensually recorded and carried out under
the condition of anonymity. A diverse selection of participants will be identified through

non-probability purposive sampling, specifically through the collection and analysis of news
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articles about the ways in which civil rights groups focused on communities of color are
experiencing and countering disinformation, news articles about the ways in which local and
federal policymakers are countering disinformation, legal and academic texts, review of
LinkedIn, and snowball sampling references and introductions garnered from interviewees
(Handcock & Gile, 2011).

After each conversation, interviewers will create memos summarizing the most important
themes and takeaways and then triangulate findings between interviewers. In addition, we will
create thematic memos, which will “bring together the data from across several sources on an
emerging theme” (Rossman & Rallis, 2017, p. 250). Through our analyses of the memos, we will
be able to identify and substantiate a set of emerging themes (Ryan & Bernard, 2003) that we
will compile into a report. We then will create resources based on the report and feedback from
community groups. We will collaborate with those groups to produce public-facing educational

materials for voters in the 2022 election cycle.

By centering the voices of historically marginalized communities and synthesizing the wider
findings of disinformation researchers with their experiences, this project will help break the

cycle of propaganda that perpetuates the disenfranchisement of millions of Americans of color.

Protect Democracy is a nonpartisan nonprofit dedicated to preventing American democracy from declining into a more
authoritarian form of government.

For inquiries about this project, please email press@protectdemocracy.org.
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