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Dear Chairman Cummings, Ranking Member Jordan, and Members of the Committee,

Thank you for the opportunity to testify on the limitations of facial recognition technology. My name is Joy Buolamwini, and I am the founder of the Algorithmic Justice League (AJL), based in Cambridge, Massachusetts. I established AJL to create a world with more ethical and inclusive technology after experiencing facial analysis software failing to detect my dark-skinned face until I put on a white mask. I’ve shared this experience of algorithmic bias in op-eds for Time Magazine and the New York Times as well as a TED featured talk with over 1 million views.¹ My MIT thesis and subsequent research studies uncovered large skin type and gender bias in AI services from companies like Microsoft, IBM, and Amazon.² This research has been covered in over 40 countries and has been featured in the mainstream media including FOX News, MSNBC, CNN, PBS, Bloomberg, Fortune, BBC, and even the Daily Show with Trevor Noah.³

Today, I speak to you as both a researcher and someone who has personally experienced erasure and bias from machines that attempt to analyze human faces.

I wish to make five main points in my testimony today:

---

³ See references of notable press mentions at www.poetofcode.com/press

---

![Figure 1. Intersectional Skin Type and Gender Classification Accuracy Disparities.](https://www.gendershades.org)
First, facial recognition technology is expanding rapidly, with little to no formal oversight. Second, this is occurring even though the threat of face surveillance puts civil liberties at risk, in particular endangering traditionally marginalized and vulnerable populations. Third, failures of a broad set of facial analysis technologies including facial recognition technology have real and dire consequences for people’s lives, including in critical areas such as law enforcement, housing, employment, and access to government services. Fourth, the development and evaluation of these technologies raise an additional set of privacy and fairness concerns. Fifth and finally, given what we already know about the critical flaws of facial analysis technology, along with its rapid advancement and adoption across the country, Congress should enact a moratorium that halts law enforcement adoption of this technology unless and until appropriate regulatory mechanisms are put in place.

I. Facial Recognition Technology is Expanding Rapidly, with Little to No Formal Oversight

Facial recognition technology (FRT) which aims to analyze video, photos, thermal captures, or other imaging inputs to identify or verify a unique individual is increasingly infiltrating our lives. Facial recognition systems are being provided to airports, schools, hospitals, stadiums, shops, and can readily be applied to existing cameras systems installed in public and private spaces. Companies like Facebook and Ever use FRT to identify faces in photos uploaded to their platforms with little transparency and consent practices that do not disclose the full extent to which sensitive biometric data is being used. Mobile device manufacturers like Apple and Samsung enable face-based authentication to secure phones and tablets, though the systems can be fooled. Additionally, there are already documented cases of the use of FRT by government entities that breach the civil liberties of civilians through invasive surveillance and targeting. Facial recognition systems can power mass face surveillance for the government — and already there are documented excesses, such as explicit minority profiling in China and undue police

---

4 We Built an ‘Unbelievable’ (but Legal) Facial Recognition Machine

5 James Vincent, “A photo storage app used customers' private snaps to train facial recognition AI” in The Verge (May 2019)

6 Guy Birchall and Tom Michael, “Is the iPhone Racist? Chinese users claim iPhoneX face recognition can’t tell them apart,” in The Sun UK (December 2017)
https://www.thesun.co.uk/news/5182512/chinese-users-claim-iphone-x-face-recognition-cant-tell-them-apart/

harassment in the UK. Although, in the United States, the performance metrics of facial recognition systems used by the police are not mandated to be public, recent alarming individual cases of faulty facial recognition resulting in false accusations and even arrests add to already identified systemic causes for concern.

Beyond the commercial applications, companies like Amazon and IBM put civilians at further risk by providing facial recognition systems to law enforcement and government agencies with no required oversight. On the military side, Microsoft recently signed a $480 million deal to equip the U.S. Department of Defense with HoloLens to facilitate the training and combat of active military personnel. The HoloLens project could employ Microsoft’s existing facial recognition capabilities in an aim to increase lethality. Similarly, reports of IBM’s sale of its facial recognition technology to the Philippine government and Amazon’s association with the CIA and alleged sale of facial recognition technology to the FBI create concern for civilian risks accrued by the widespread implementation of this technology in the absence of adequate checks and balances.

II. Face Surveillance Presents Risks, in Particular Endangering Traditionally Marginalized and Vulnerable Populations

Facial analysis technology, and face recognition in particular, raises a number of important risks, especially when adopted by law enforcement agencies. Indeed, while making investments to realize economic gains from computer vision technology, Microsoft acknowledges some of the risks posed by the face-based applications of the technology, explicitly stating:

---

First, especially in its current state of a development, certain uses of facial recognition technology increase the risk of decisions and, more generally, outcomes that are biased and, in some cases, in violation of laws prohibiting discrimination. Second, the widespread use of this technology can lead to new intrusions into people’s privacy. And third, the use of facial recognition technology by a government for mass surveillance can encroach on democratic freedoms.¹⁵

- Brad Smith, President, Microsoft - December 2018

Figure 2. Screen Capture of Microsoft Azure Computer Vision API describes Michelle Obama as a “young man,” showing successful face detection accompanied by erroneous image captioning and serving as a reminder that commercial AI systems are fallible.¹⁶

These risks fall disproportionately on already marginalized people. This rapidly expanding technology can amplify inequalities, and poses unprecedented privacy risks as the face is an immutable high visibility identifier. The threat of face surveillance puts civil liberties at risk, in particular endangering vulnerable populations. Despite these harms and more, the technology is being readily adopted in consumer, business, law enforcement, and military contexts in the absence of regulation, safeguards, transparency and accountability. The lack of regulation persists, even in the face of resistance from concerned civilians and expressed concern from civil rights groups, including the Congressional Black Caucus¹⁷; opposition from tech workers

---


and shareholders\textsuperscript{18}; caution from AI experts\textsuperscript{19}, and the recent San Francisco ban\textsuperscript{20} which all show the growing public awareness of the dangers posed by unregulated, unproven, and at times unwanted facial recognition technology. The federal government must act now to protect the public interest by putting in place limitations on facial recognition technology and measures for consent, privacy protections, meaningful transparency, and continuous oversight.

\textit{Facial Recognition is part of a wider Family of Facial Analysis Technologies that Require Oversight}

Critically, we must remember that facial recognition is but a subset of a family of facial analysis tasks that can be developed to not only recognize an individual’s unique biometric signature but can also learn soft biometrics like age, gender, and race or attempt to make nonbiometric inferences about emotions or neurological state even if there isn’t underlying scientific evidence to support the inference. Facial analysis technology that can somewhat accurately determine demographic or phenotypic attributes like skin type can be used to profile individuals, leaving certain groups more vulnerable for unjustified stops. An Intercept investigation reported that IBM used secret surveillance footage from NYPD and equipped the law enforcement agency with tools to search for people in video by hair color, skin tone, and facial hair.\textsuperscript{21} Such capabilities raise concerns about the automation of racial profiling by police in the United States. Deliberations to regulate facial recognition technology need to contend with a broader set of facial analysis technology capabilities that go beyond identifying unique individuals.


Facial analysis technology that fall outside the traditional technical definitions of facial recognition, including those that enable the collection of demographic information like age, gender or race, the inference of health condition from the analysis of skin exposed on a face, or the assignment of behavioral traits, can propagate harms by enabling unfair differential pricing of goods, sharing health status without consent to third-parties, or systematizing discriminatory access. For example Facebook has a patent application for video technology to enable retailers to access information about an individual entering a store using the vast collection of sensitive face biometrics data they have stored on the over 2 billion users of the social media platform. One use case presented in the patent involves determining the trustworthiness of an individual based on social media activity and determining access to high value products based on the trustworthiness score.

Instead of limiting legislation on facial analysis technology to facial recognition capabilities, lawmakers should make sure to consider adjacent use cases that can propagate harms or lead

---


to illegal forms of discrimination using information assessed from a face that is not necessarily uniquely identifying. Figure 3 provides a sampling of the different kinds of computer vision tasks that can incorporate human heads and faces.

The following section will explore failed applications of face recognition and analysis technology that are in urgent need of government oversight and complement timely reports from the Georgetown Law Center on Privacy & Technology that provide detailed explorations of face surveillance in the United States, unlawful airport use of face scans, unregulated police use of facial recognition technology, and flawed data practices employed by law enforcement officers misusing facial recognition technology.²⁴

### III. Failures of Face-Based Technologies Can Have Substantial Negative Consequences

Though the use of facial recognition and analysis systems is increasing, there are notable age, gender, race and phenotypic accuracy disparities that heighten the disparate impact risks of using these systems and other face-based tools in sensitive domains such as law enforcement, housing, and employment. Regardless of accuracy, face-based tools can be abused in the hands of authoritarian governments, unfettered advertisers, or personal adversaries; and, as it stands, peer-reviewed research studies and real-world failure cases remind us that the technology is susceptible to consequential bias and misuse.

#### Law Enforcement Misidentifications

Inaccuracies in facial recognition technology aimed at locating a unique person can result in an innocent person being misidentified as a criminal suspect and subjected to undue police scrutiny.

This is not a hypothetical situation. In April of 2019, a Brown University senior and Muslim activist, Amara K. Majeed, was misidentified by facial recognition technology as a terrorist suspect in the Sri Lanka Easter bombings.²⁵ As a woman of color under the age of 25, she fit demographic groups (women and youth) that former FBI facial recognition expert and colleagues recorded to be most susceptible to inaccuracies from facial recognition systems they tested in a seminal study on the the impact of demographics on the accuracy facial recognition technology. The police department later issued a statement correcting the error, yet the damage had already been done. According to the Boston Globe, Ms. Majeed received death threats as a result of the mistake, her family members in Sri Lanka were exposed to greater police scrutiny, and as a student studying for finals at the time of misidentification, her academic performance was also put at risk.

²⁴All Georgetown Law Center on Privacy & Technology reports can be found here: [https://www.law.georgetown.edu/privacy-technology-center/publications/](https://www.law.georgetown.edu/privacy-technology-center/publications/)

On April 22, 2019, Ousmane Bah sued Apple for one billion dollars for misidentifying him as a thief. Mr. Bah is an 18-year old African American teenager and, like Ms. Majeed, fits two demographic groups that FRT has been shown to struggle with, namely African-Americans and youth (18-30). While it could be tempting to dismiss these recent cases as exceptional examples, we have to keep in mind that the existing real-world performance metrics available on police use of FRT indicate more misidentifications, not fewer, are likely if deployed more widely. Between May 2017 and March 2018, Big Brother Watch UK reported that the faces of over 2,400 misidentified innocent people were stored by the South Wales police department without their consent. The department reported a false-positive facial identification rate of 91 percent.

Unlike in the UK, police departments in the United States do not report the real-world performance metrics of their facial recognition systems. Furthermore, there are no mandated accuracy requirements or real-world performance reporting mechanisms to provide critical information about whether these tools have reached technical maturity. When facial recognition technology is under consideration for deployment in sensitive contexts like policing, it is irresponsible to use these systems without legislative mandate and oversight or to employ systems that have not been proven fit for use on the intended population.

Resistance to Residential Use

Housing is another sensitive area where facial recognition technology is being introduced in the face of justifiable opposition that demonstrates the need for safeguards and governance. For example, in May 2019 the Brooklyn Legal Services Tenant Rights Coalition filed an opposition on behalf of 134 tenants in two rent-stabilized apartments to block the installation of a face recognition entry system provided by StoneLock, Inc. The vast majority of tenants belong to one or more of the groups that have among the highest failures in US government sponsored studies that examine the accuracy of facial recognition technology. According to the opposition, not only did the landlord fail to obtain the expressed consent of the tenants, but despite having residents who are over 90% people of color, predominantly female identifying, and include minors alongside the elderly, the landlord also failed to request demographics performance metrics on the system in consideration.

The accuracy of a facial recognition system cannot be assumed to hold constant across demographic groups. In an April 2019 report conducted by the National Institute for Standards and Technology, audited facial recognition models on average had decreased accuracy for matching the faces of individuals over 71 and under 17 as compared to other age groups. In regards to the faces of minors, the report states, “Younger subjects give considerably higher FNMR. This is likely due to rapid growth and change in facial appearance.” Furthermore, companies like StoneLock who have deployed their facial recognition technology in one context cannot assume that in a different context with a different population acceptance or performance will be comparable. In a document sent to tenants, StoneLock attempted to inspire confidence claiming to have successfully deployed its technology to 40% of fortune 100 companies. However the demographic composition of corporate employees who have used the system does not necessarily match the composition of the predominantly black and brown tenants.

The Brooklyn housing example shows how the current lack of regulations and oversight permits marginalized communities to be further exposed to facial recognition technology that instead of proving beneficial can become an imposition on the rights, privacy, and security of civilians. No person should be required to submit face biometrics to law enforcement or immigration officials in exchange for a roof over their head, but in the current unregulated climate, there is a significant risk the information could leak from the landowners’ hands into the government’s. The absence of regulation and privacy law in this space cautions against the use of facial surveillance technologies in sensitive locations like apartment buildings.

**Employment Complications**

Alongside government agencies, companies are looking to use face-based verification for gate keeping and fraud detection. Companies are also using facial analysis technology to make inferences about potential and current workers.

Uber reportedly deactivated the accounts of transgender drivers, erroneously denying economic opportunity and highlighting how gender-minorities face additional harms from these face-based tools. Facial analysis technology that incorporates emotion recognition is being

---


31 FNMR is an acronym for False Negative Match Rate. FNMR is used to determine how likely a genuine subject is to be rejected by the matching algorithm. For the case of entrance to a residential property, this metric can be interpreted as the estimated likelihood a tenant is blocked from entry.


integrated into hiring tools. Hiring intelligence company HireVue, allows employers to interview potential job candidates on camera, using artificial intelligence to rate videos of each application according to verbal and nonverbal cues. The system is reportedly trained on the current top performers of a company. Should those employees be largely homogenous there is a risk that the data-centric AI system learns not to discriminate on features for applicant ability but discriminate on identity based features like gender. Amazon learned this lesson when an internal AI hiring tool developed to increase efficiency was reported to have harmful gender bias after the system was training on 10 years of hiring data. If the word “women’s” and certain women’s colleges appeared in a candidates’ resumes, they were ranked lower.

The Amazon’s internal tool did not use video input which introduces new risks. As I wrote in my New York Times op-ed, “Given how susceptible facial analysis technology can be to gender and racial bias, companies using HireVue, if they hope to increase fairness, should check their systems to make sure it is not amplifying the biases that informed previous hiring decisions. It’s possible companies using HireVue could someday face lawsuits charging that the program had a negative disparate impact on women and minority applicants, a violation of Title VII of the Civil Rights Act.” Beyond having companies implement internal bias mitigation processes, there needs to be external testing and validation to assess the use of face-based tools in employment contexts.

Phenotypic Failures Impeding Access To Government Services

In addition to documented accuracy disparities in facial recognition technology based on demographic attributes like age, gender, and race, phenotypic traits can have an impact on the accuracy of facial recognition systems.

A February 2019 government-backed study revealed that for 11 commercial facial recognition systems examined in the recent U.S. Department of Homeland Security, Science and Technology Directorate biometric technology rally, skin reflectance had the most impact on the accuracy of the systems. In addition to being less accurate on individuals with darker complexions, these facial recognition systems took longer to process the faces of darker-skinned individuals as compared to lighter-skinned individuals.

34 Emotion recognition is also referred to as affect recognition. See the AI Now 2018 report which explores how the use of facial analysis technology to link external expressions to inferences of internal states can be akin to digital phrenology. https://ainowinstitute.org/AI_Now_2018_Report.pdf
Reuters reported a case where a New Zealand man of Asian descent had his photo rejected by an online passport photo checker run by New Zealand’s department of internal affairs. The facial recognition systems registered his eyes as being closed by mistake.\textsuperscript{39} When government agencies attempt to integrate facial recognition into verification processes phenotypic and demographic bias can lead to a denial of services that the government has an obligation to make accessible to all constituents. Should it be deemed suitable and attending privacy risks are addressed, any US government agency considering using facial recognition technology for access to services needs to make sure other means of verification exist. The agencies need to also assess the phenotypic and demographic performance of the system on the intended population that will be using the system.

![Passport photo rejection notice](https://www.reuters.com/grif/4.png)

**Figure 4.** A screenshot of New Zealand man Richard Lee’s passport photo rejection notice stating “Subjects eyes are closed”, supplied to Reuters.

### IV. Key Challenges with the Development and Evaluations of Facial Analysis Technology

Alongside the need for regulation and oversight of facial recognition and related technologies is the need to reexamine the existing processes for the development and evaluation of these technologies. As these technologies heavily rely on large-scale biometric data collection for development and evaluation, they immediately present data privacy risks. Furthermore, the act of labeling human faces with demographic information like race and gender risks\textsuperscript{40} reifying

---

\textsuperscript{39} James Regan, “New Zealand passport robot tells applicant of Asian descent to open eyes,” in Reuters (December 2016)


\textsuperscript{40} See scholarship from Os Keyes and Morgan Klaus Scheuerman about the potential harms of automatic gender recognition for transgender communities, as the use of automated gender recognition can range from the humiliating (showing a public advertisement which implicitly misgenders the individual) to the violent (rejecting identification or entry to a public restroom).
social constructs and can rob individuals the agency of self identification and disclosure. In order to assess the performance of facial analysis technology to assess accuracy on different subpopulations thoughtful classification in addition to the the acknowledgement of the limitations and politics of classification is necessary. We must also set limits on what kinds of inferences are made based on a face as controversial research studies that claim to assess sexuality and criminality from face remind us of vestiges of physiognomy that reinforce stereotypes often at the expense of marginalized communities. 41

Skewed Training Data
Currently, state-of-the art facial analysis systems rely on an approach to artificial intelligence known as machine learning. Machine learning models are trained on vast quantities of 2D or 3D inputs to learn how to analyze patterns of human faces. The inputs can use visible light, near-infrared light, or other imaging approaches to capture human face data. Regardless of the imaging techniques used, a machine learning face-based biometric identification system has risks for bias and accuracy disparities. In an IBM Research report exploring existing limitations in face datasets, the authors note, “Face recognition systems that are trained within only a narrow context of a specific data set will inevitably acquire bias that skews learning towards the specific characteristics of the dataset.” 42

The chart below provides information about notable imbalances by age, gender, and/or skin type for seven prominent face datasets:

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Age Group</th>
<th>Binary Gender</th>
<th>Skin Color / Type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0-3</td>
<td>4-12</td>
<td>13-19</td>
</tr>
<tr>
<td>LFW</td>
<td>1.0%</td>
<td>10.6%</td>
<td>25.4%</td>
</tr>
<tr>
<td>UB-C*</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.5%</td>
</tr>
<tr>
<td>Pub fig</td>
<td>1.0%</td>
<td>10.8%</td>
<td>55.5%</td>
</tr>
<tr>
<td>CelebA</td>
<td>77.8%</td>
<td>22.1%</td>
<td>58.1%</td>
</tr>
<tr>
<td>UTKface</td>
<td>8.8%</td>
<td>6.5%</td>
<td>5.0%</td>
</tr>
<tr>
<td>AgeDB</td>
<td>0.1%</td>
<td>0.52%</td>
<td>2.7%</td>
</tr>
<tr>
<td>IMDB-Face</td>
<td>0.9%</td>
<td>3.5%</td>
<td>33.2%</td>
</tr>
</tbody>
</table>

Table 1. Age, Binary Gender, and Skin Color/Type Distribution of 7 Prominent Face Datasets
*UB-C is a US Government Face Dataset Produced by the National Institute for Standards and Technology

43 No systematic information is yet available about face based biometric identification system failure rates for gender nonconforming, nonbinary gender, agender, and/or transgender people, specifically.
While private companies may have datasets with different population distributions, without disclosure of the characteristics of the training data they use, we simply do not know and cannot assume the datasets are more diverse than publicly available datasets. Though research has shown better balanced datasets can lead to more accurate models, we also cannot assume that more inclusive training datasets by themselves will completely address accuracy disparities. In the 2019 Algorithmic Justice League Actionable Auditing study, my colleagues and I found that even when target companies improved binary-gender classification performance publicly attributed to improved training data, they still performed better on lighter-skinned than darker-skinned faces, performed better on male-identified faces than female-identified faces, and performed worst on women of color. Even if accuracy disparities are within a few percentage points, differential accuracy on millions or hundreds of millions of people will impact substantial quantities of individuals.

**Limited Single-Axis and Demographic Performance Evaluation**

In addition to having transparency about the demographic and phenotypic composition of face training data of models, models that are aimed at sensitive use cases like law enforcement, housing, or employment must be externally evaluated to assess suitability of use on intended populations should there be legislative approval for deployment.

Such tests cannot rely on a single aggregate metric for accuracy and must be constructed to disaggregate differences between subpopulations, which can be substantial.

<table>
<thead>
<tr>
<th>GENDER CLASSIFIER</th>
<th>TYPE I</th>
<th>TYPE II</th>
<th>TYPE III</th>
<th>TYPE IV</th>
<th>TYPE V</th>
<th>TYPE VI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microsoft</td>
<td>1.7%</td>
<td>1.1%</td>
<td>3.3%</td>
<td>0%</td>
<td>23.2%</td>
<td>25.0%</td>
</tr>
<tr>
<td>Megvii (Face++)</td>
<td>11.9%</td>
<td>9.7%</td>
<td>8.2%</td>
<td>13.9%</td>
<td>32.4%</td>
<td>46.5%</td>
</tr>
<tr>
<td>IBM</td>
<td>5.1%</td>
<td>7.4%</td>
<td>8.2%</td>
<td>8.3%</td>
<td>33.3%</td>
<td>46.8%</td>
</tr>
</tbody>
</table>

Table 2. From 2018 Gender Shades Study: Binary-Gender Classification Error Rates on Women by Fitzpatrick Skin Type

For example, when evaluating error rates for the facial analysis task of binary-gender classification (which does not account for gender nonconforming people, nonbinary people, agender people, and/or transgender people), our 2018 Gender Shades audit showed women with skin types associated with blackness had error rates as high as 47%. In the same study for men with skin-types perceived as white, error rates were no more than .08% in aggregate. The 47% error rate is of note because binary-gender classification has a 50/50 chance of success based on a random guess. Facial recognition technology that attempts to match a face against
thousands or millions of potential face matches must deal with much larger odds. Furthermore, though there is research that shows skin properties as opposed to self-identified racial subgroups provide more insights into accuracy disparities,

To date as it relates to face-based technologies used in sensitive contexts intersectional demographic and phenotypic error rate distribution information is not required to inform procurement decisions, nor are there standards that provide guidelines on when the use of models that shows problematic bias.

**No Guidelines Around Harvesting of Face Data**

The development and evaluation of facial analysis technology is dependent on the large-scale collection of sensitive face data. Private sector, government and academic collection face data often happens in the absence of consent or knowledge of the individuals whose face data is harvested.

In the United States there are no restrictions that prevent private companies from collecting face data without consent. In 2011, Facebook automatically enrolled all of its users in its face recognition program without obtaining consent.\(^44\) At times, face data collected expressly collected for one use is repurposed for an entirely different use, without any notice to the people whose face data is collected. For example, the photo storage app Ever, which began as a cloud storage app but shifted to face recognition four years after its founding, did not explicitly inform its customers they had begun using their faces to train face recognition technology.\(^45\)

On behalf of the United States government, the National Institute of Standards and Technology (NIST) maintains a dataset of faces that companies can test against in order to evaluate their accuracy when developing facial analysis technology. However, the dataset NIST maintains for private companies to practice on contains photos certainly not given with consent, including photos of children exploited for child pornography, immigrant visa application photos, and mugshots.\(^46\) NIST even makes public a mugshot dataset of deceased persons.\(^47\) The inclusion of mugshot photos in particular may be especially pernicious, as inclusion in a

---

\(^{44}\) Jennifer Lynch’s 2012 testimony: [https://www.judiciary.senate.gov/imo/media/doc/12-7-18LynchTestimony.pdf](https://www.judiciary.senate.gov/imo/media/doc/12-7-18LynchTestimony.pdf)


mugshot dataset does not indicate criminality, and will disproportionately impact black and brown people.

Unregulated face data harvesting also extends into academic research. For the Algorithmic Justice League’s Pilot Parliaments Benchmark developed in 2017, we deliberately choose to use images of parliamentarians since they are public figures with known identities and photos available under non-restrictive licenses posted on government websites. Given the ease of collecting mass face datasets and the risks to privacy, guidelines around the selection of subjects and images should apply to researchers and other entities developing public or private datasets.

V. Recommendations
The Algorithmic Justice League (AJL) urges Congress to consider adopting a moratorium prohibiting law enforcement use of face recognition or other facial analysis technologies unless and until regulations are adopted—in partnership with communities—that ensure these powerful tools will be used in ways that are responsible, accountable, and transparent. These tools are too powerful, and the potential for grave shortcomings, including extreme demographic and phenotypic bias is clear. We cannot afford to allow law enforcement agencies to adopt these tools and begin making decisions based on their outputs today, and figure out later how to rein in misuses and abuses.

This recommendation stems in part from the fact that law enforcement agencies themselves and vendors of facial analysis technologies have demonstrated unwillingness to engage in meaningful self-regulation. AJL made recommendations to companies in the past on what we believe to be the most basic measures that companies should take in order to demonstrate their commitment to developing facial analysis and recognition technology that aligns with the ethical treatment of the public. In partnership with the Georgetown Center on Privacy & Technology, we released the “Safe Face Pledge” project (https://www.safefacepledge.org/), an opportunity for organizations to make public commitments towards mitigating the abuse of facial analysis technology.

The Safe Face Pledge calls on organizations to declare the following priorities:

- Show Value for Human Life, Dignity, and Rights
- Address Harmful Bias
- Facilitate Transparency
- Embed Commitments into Business Practices

---

But although these priorities are fundamental and should be uncontroversial, to date very few vendors of facial analysis have signed on. And many high-visibility vendors of face recognition technology were approached directly regarding the Pledge, but ultimately declined to sign.

Again, given what we know today about how law enforcement agencies use and abuse facial analysis technology, as well as the susceptibility of these tools to unreliability and bias, the responsible step forward would be to adopt a moratorium that halts adoption of these tools until appropriate protections can be adopted. After that, much more is needed, but the basic priorities outlined in the Safe Face Pledge can inform the framing of regulatory recommendations for the government to take action to protect its citizens from the harmful misuse of these technologies. We thus present our official recommendations within this framework to highlight minimal requirements to mitigate the harms associated with facial analysis technology.

Detailed recommendations are thus outlined below:

**Commitment One: Show Value for Human Life, Dignity, and Rights**

- **Institute Moratorium on Face Surveillance**: As there is an absence of regulations and privacy laws that address face-based biometric use and substantial risks, especially to marginalized and vulnerable communities, use of this technology should be halted unless and until there are are legal limitations and protections.

- **Mandate Affirmative Consent**: Facial analysis technology should not be used in consumer products or online platforms without explicit opt-in consent. Some companies complying with the GDPR in Europe already have adopted an opt-in approach to facial recognition. People in the United States deserve the same assurance that they will not be subjected to facial analysis technology unless and until they have been asked for, and have provided, their expressed permission.

**Commitment Two: Address Harmful Bias**

- **Require Vendors of Facial Analysis Technology to**:
  - Implement internal bias evaluation, mitigation, and reporting procedures;
  - Regularly report performance on available national benchmarks; and
  - Support independent evaluation from research community and third-party testing.

- **Decriminalize Beneficial Research**: Researchers investigating bias in commercial systems may need to employ methods that arguably fall under the Computer Fraud and Abuse Act. This threat looms particularly as some vendors of facial analysis technology push back against outside criticism by making it more, rather than less, difficult for researchers to use and manipulate their products for the purpose of evaluating performance and bias.

---

• **Require National Institute of Standards & Technology to:**
  ○ Make public the demographic and phenotypic composition of its benchmark datasets;
  ○ Report accessible intersectional performance metrics as part of its ongoing Face Recognition Vendor Test;\(^{50}\) and
  ○ Address data ethics concerns with its collection, use, and/or dissemination of vulnerable children's images, deceased persons' images, mugshots, and other unconsented datasets.

**Commitment Three: Facilitate Transparency**

• **Institute Transparency Requirements:** Facial analysis technology should not be used to track, monitor, and analyze human subjects in secret, incapacitating our ability to object or even to decline to use products that violate our preferences. Customers and users need to know when and how the is being used in consumer products and services and have a choice in whether or not their face data is captured, stored, sold, and/or used to enhance the technical capabilities of the vendor or third parties.\(^{51}\)

• **Mandate Disclosure of Employment, Education, Housing, or Health Use—Private or Public:** Facial analysis technology that has not been evaluated for bias and demonstrated fit for purpose for intended populations should not be used in areas with material consequences for the lives of civilians. Should any cases be proven fit for purpose, consent must be obtained from individuals to use the technology and disclosure of the potential to use the technology must be mandated.

**Commitment Four: Embed Commitments into Practices**

• **Regulate Process Not Just Products:** Vendors should ensure that the priorities outlined above are embedded and considered at every level of their operations. Enforcement agencies, including the Federal Trade Commission and State Attorneys General, should evaluate failures with respect to these priorities under existing frameworks prohibiting unfair and deceptive trade practices.

• **Require Agencies Overseeing Critical Processes to Check Unproven Uses:** Agencies should restrict use of facial analysis technology to inform decisions regarding employment, credit, housing, healthcare, and other critical services unless and until entities produce evidence that the technology does not introduce bias in violation of anti-discrimination laws and has sound scientific basis. For example, facial analysis technology should not be permitted in hiring decisions where it has not been clearly established that use of that technology would not result in violations of Title VII.

\(^{50}\) National Institute of Standards and Technology, “Face Recognition Vendor Test” https://www.nist.gov/programs-projects/face-recognition-vendor-test-frvt

\(^{51}\) As discussed above, some vendors have used photos collected for one purpose to train facial analysis products without further consent from the creators and subjects of those photos. This should not be allowed.
Conclusion
Facial recognition and other facial analysis technologies can amplify inequalities while breaching civil rights and liberties. They pose unprecedented privacy risks as the face is an immutable high visibility identifier. Peer-reviewed academic studies show face-based technology can be susceptible to age, gender, race and phenotypic accuracy disparities that heighten the disparate impact risks of using these systems in domains such as law enforcement, housing, employment, and access to government services. Real-world failures and problematic deployments including mass state surveillance, false arrests, and the denial of working opportunities remind us of what is at stake in the absence of oversight and regulation. Congress must act now to protect the public interest.

Thank you,
Joy Buolamwini
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