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EFF Statement for the Record 
 
Face surveillance is increasingly an all-encompassing tool for government to track where we are, what 
we are doing, and who we are with, regardless of whether we’re suspected of a crime or not. Many 
proponents of the technology argue that there is no reasonable expectation of privacy when we spend 
time in public, and that if we have nothing to hide, we have nothing to fear. However, in his majority 
opinion in the watershed Carpenter v. United States (2018)1, Supreme Court Chief Justice John Roberts 
wrote: “A person does not surrender all Fourth Amendment protection by venturing in the public 
sphere.”  
 
Advocates for facial recognition and face analysis technologies often present these systems as a “silver 
bullet,” not just for law enforcement, but also to identify customers, to authorize entry into public and 
private spaces, and even to track people’s moods and emotions. However, these technologies 
frequently reach erroneous conclusions, especially concerning people of color and women,2 leading to 
false arrests of at least three black men.3 Many of the current means for measuring accuracy fail to take 
account of operational realities and limitations when these systems are used in real-world situations. 
 
Moreover, these technologies present serious challenges to privacy, free expression, and due process. 
They turn our movements, and thus our lives, into open books for government scrutiny. They also 
discourage people from exercising their First Amendment rights. The ability for law enforcement to pan 
over a crowd at a protest, and using face recognition, attempt to identify everyone in attendance, is a 
severe threat to free political expression and makes people vulnerable to retribution and reprisals. Just 
last week, the South Florida Sun-Sentinel broke the news that three Florida police departments have 
used face recognition to identify BLM protesters.4  
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Excessive secrecy surrounding face surveillance also violates the due process rights of people accused of 
crimes. For one example, Willie Allen Lynch is currently serving an eight-year prison sentence after a 
facial recognition system suggested him as a likely match of a suspect. 5 Prosecutors in the case didn’t 
disclose information about how the algorithm worked, that it produced other matches that were never 
considered, or why Lynch’s photo was targeted as the best match.6 
 
Lynch didn’t learn that he had been identified by a facial recognition algorithm until just days before his 
final pretrial hearing, although prosecutors had known for months. The crime analyst who operated the 
system did not know how the algorithm functioned, and neither did the detective who accepted the 
analyst’s conclusion that Lynch’s face was a match. The analyst said the first-listed photo in the search 
results is not necessarily the best match—it could be one further down the list. A prosecutor doubted 
the system was reliable enough to meet standards used by courts to assess the credibility of scientific 
testimony and whether it should be used at trial. Lynch asked for the other matches produced by the 
technology—but the court refused. 
 
If a human witness who identified Lynch in a line-up said others in the line-up also looked like the 
criminal, the state would have had to disclose that information, and Lynch could have investigated those 
alternate leads. The same principle should have required the state to disclose other people the 
algorithm produced as matches, and also information about how the algorithm functions.  
 
When defendants are facing lengthy prison sentences or even the death penalty, tight controls on the 
use of facial recognition are crucial. Defendants have a due process right to information about the 
algorithms used and search results. Of course, current violations of the rights of the accused are just one 
more reason why government must not use face surveillance at all.   
 
Law enforcement agencies have also proven they cannot be trusted with this technology. While often 
described as nothing more than an investigatory lead, police have arrested people whose names were 
produced by face recognition technology without corroborating evidence or follow-up investigation, 
leading to arrests of innocent people.7  
 
Because of these well documented problems and disparate impacts, cities and states across the country 
have banned government use of face surveillance technology, and many more are weighing proposals to 
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do so. From Boston8 to San Francisco9, New Orleans10 to Minneapolis11, elected officials and activists 
know that face surveillance gives police the power to track us wherever we go, disproportionately 
impacts people of color12, turns us all into perpetual suspects, increases the likelihood of being falsely 
arrested13, and chills people’s willingness to participate in first amendment protected activities. 
 
Police and other government use of this technology cannot be responsibly regulated. Face surveillance 
in the hands of the government is a fundamentally harmful technology, even under strict regulations or 
if the technology was 100% accurate and disclosed. The use of face surveillance by the federal 
government should be banned, and certain federal funds should be withheld from local and state 
governments that use the technology. 
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