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October 17, 2023

Re: Consumer Privacy Should Be Featured at the Hearing on Safeguarding Data and Innovation:
Building the Foundation for the Use of Artificial Intelligence

Representatives McMorris Rodgers, Pallone, Bilirakis, and Schakowsky,

We commend the Subcommittee on Innovation, Data, & Commerce of the House Energy &

Commerce Committee for hosting a hearing focused on Artificial Intelligence (AI) and privacy. This

hearing reinforces this Committee’s commitment to privacy and civil rights, and comes at a time when

Congress has been leading an important and growing effort on developing AI policy.

Comprehensive federal privacy legislation is a foundational pillar of AI governance and is

essential for responsible, rights-respecting AI innovation. Last year, this Committee passed the

American Data Privacy and Protection Act (ADPPA) with strong bipartisan support. We urge the

Committee again to consider and pass that legislation, which would provide individuals with critical

privacy protections and provide a key underpinning for Congress’s further work on AI.

AI presents or exacerbates a number of privacy issues. Among those issues is the vast datasets

containing personal identifiable information on which AI models, such as Generative AI models, are

often trained. That data may come from multiple sources: for example, it may be publicly available,1

acquired from companies that specialize in developing AI training sets or from data brokers, or first

party data collected directly by the company engaged in training an AI model. That data is often2

collected, processed, and transferred without the knowledge or permission of individuals whose data is

included or any other transparency. Clearview AI, for example, took it upon itself to collect billions of

images online of people’s faces and built an AI system that can identify essentially anyone, creating the

“Google of facial recognition.” Large collections of training data may also be a “honey pot” that3

attracts hackers and other malicious actors. Data minimization requirements such as those included in

3 Nilay Patel, Clearview AI and the End of Privacy, with Author Kashmir Hill, Verge (Oct. 17, 2023),
https://www.theverge.com/23919134/kashmir-hill-your-face-belongs-to-us-clearview-ai-facial-recognition-privacy-decoder.
A private version of this database exists as well, called PimEyes. Bobby Allyn, ‘Too Dangerous’: Why Even Google Was Afraid
to Release This Technology, NPR (Oct. 11, 2023),
https://www.npr.org/2023/10/11/1204822946/facial-recognition-search-engine-ai-pim-eyes-google.

2 See, e.g., AI & ML Training Data, Datarade, https://datarade.ai/data-categories/ai-ml-training-data (last visited October 17,
2023).

1 Joe McKendrick, The Data Paradox: Artificial Intelligence Needs Data; Data Needs AI, Forbes (June 27, 2021),
https://www.forbes.com/sites/joemckendrick/2021/06/27/the-data-paradox-artificial-intelligence-needs-data-data-needs-ai
.
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ADPPA can help address some of the privacy harms that can arise from the indiscriminate collection

and use of training data.

AI can exacerbate the harms that result from how a person’s data is used. Many companies now

use AI-driven systems to make decisions about who is hired, who receives a loan, or who is approved

for housing. These AI systems make decisions about candidates with little, if any, transparency and no4

clear standards for appropriate or fair design. Time and again, we have seen such systems discriminate

against older people, women, people of color, and other under-represented groups based on inferences

made from their data. For instance, Xerox once famously analyzed its employees’ likelihood of

retention and found that workers who lived far from the office were more likely to quit. Realizing that

workers with a longer commute time were those from lower-income neighborhoods, the company had

to adopt a conscious policy not to screen job candidates based on commuting time because it would

have systematically discriminated against them. This example shows how people’s private data (in this5

case, their addresses) can give rise to unfair treatment by automated systems. AI systems must be

transparent so people know what factors the system is considering and can challenge the fairness and

appropriateness of those factors, as well as robustly tested for bias and other potential harms.6

With the power of AI, the harms related to targeting of content also could significantly increase.

Consumers are already targeted based on their online and offline behavior for ads and other content,

and the ease, speed, and scale with which AI functions will make such personalized content more

frequent, intrusive, and harmful. For instance, an AI system may flag a consumer researching weight

loss, and then may target that person with any number of personalized predatory ads ranging from

harmful drugs to extreme diets—not based on the most effective medical intervention, but based on

which company is willing to pay the most money for that ad impression, as well as a complicated array

of AI-powered predictions about that person. Generative AI could also enable easy and cheap creation7

7 See generally Liza Gak, Seyi Olojo, & Niloufar Salehi, The Distressing Ads That Persist: Uncovering the Harms of Targeted
Weight-Loss Ads Among Users with Histories of Disordered Eating at 11 (2022), https://arxiv.org/abs/2204.03200 (“[O]nce
users indicate interest in topics ‘relevant’ to dieting and weight loss, and are part of ‘relevant’ demographics, they are
inundated with weight-loss ads.”).

6 See Testimony of CDT CEO Alexandra Givens, Before the U.S. House of Representatives Energy & Commerce Committee,
Mar. 1, 2023, https://cdt.org/wp-content/uploads/2023/02/HHRG-118-IF17-Wstate-GivensA-20230301-final.pdf, at 13.

5 Lauren Weber, Growing Use of Tests Sparks Scrutiny Amid Questions of Effectiveness and Workplace Discrimination,
ProgramBusiness (Sept. 30, 2014),
https://programbusiness.com/news/Growing-Use-of-Tests-Sparks-Scrutiny-Amid-Questions-of-Effectiveness-and-Workplace
-Discrimination.

4 See, e.g., Emmanuel Martinez & Lauren Kirchner, The Secret Bias Hidden in Mortgage-Approval Algorithms, Markup (Aug.
25, 2021), https://themarkup.org/denied/2021/08/25/the-secret-bias-hidden-in-mortgage-approval-algorithms; Pranshu
Verma, AI Is Starting to Pick Who Gets Laid Off, Wash. Post (Feb. 20, 2023),
https://www.washingtonpost.com/technology/2023/02/20/layoff-algorithms.
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of personalized “phishing emails” seeking to entice consumers into giving away sensitive information

such as passwords or account numbers.8

The need for copious amounts of data to train AI systems also presents national security risks in

the absence of comprehensive privacy protection. Today, adversarial or competing foreign nations can

easily purchase detailed information about Americans from data brokers and use that data to train

their AI models, as well as to target Americans with personalized, AI-generated content.

The first step in protecting against these and other AI-related harms is to pass comprehensive

privacy legislation such as ADPPA. ADPPA was negotiated extensively among many stakeholders and is a

strong, bipartisan privacy bill that can bring about real protections and change for consumers. These

protections extend to AI, including ADPPA’s requirements related to data minimization, protecting civil

rights, and algorithmic impact assessments.

Thank you for the effort and time you have invested on privacy and AI. We look forward to

engaging with the Committee and Subcommittee on these important issues.

Respectfully submitted,

Eric Null
Co-Director, Privacy & Data Project
Center for Democracy & Technology

Samir Jain
Vice President of Policy
Center for Democracy & Technology

8 Jessica Lyons Hardcastle, AI-Generated Phishing Emails Just Got Much More Convincing, Register (Jan. 11, 2023),
https://www.theregister.com/2023/01/11/gpt3_phishing_emails.
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October 17, 2023  
 
 
 
Dear Honorable Senators and Representatives, 
  
The undersigned organizations are deeply concerned about the risks that artificial intelligence 
(AI) and other automated decision-making systems pose to the well-being and rights of the 
American people. We welcome the intense attention that Congress is placing on these issues, and 
the inclusion of some key civil society representatives in the first Senate AI Insight Forum that 
took place on September 13th.  
 
As Congress continues its examination of the opportunities and risks presented by AI, we urge 
legislators to consider the varied ways in which AI is already impacting our economy and 
society, particularly historically marginalized communities. We ask you to work closely with 
civil society to pursue legislation that achieves meaningful, rights-respecting AI accountability. 
  
The risks posed by AI are not theoretical. AI already affects people’s access to economic 
opportunities and our civil rights and civil liberties. Time and again, AI tools that promise 
efficiency turn out to be inaccurate and biased, denying people the right to build their futures. 
Screening tools used by companies to streamline hiring, for example, have created barriers to 
employment for people with disabilities, women, older people, and people of color. Inaccuracies 
or poor design in AI systems can obstruct people’s access to sorely needed public benefits. The 
easy creation of manipulated video and audio is fueling consumer fraud and extortion schemes 
and raises critical questions for the election-related information environment and public 
discourse. AI used in high-stakes decisions by law enforcement, immigration, and national 
security agencies can trample people’s civil rights and civil liberties: Americans have been 
arrested and incarcerated because police facial recognition systems made a wrong match, the 
overwhelming majority of them Black Americans. Generative AI tools can supplant the demand 
for creative work, threatening creators’ livelihoods. Meanwhile, the enormous energy and water 
requirements associated with large language models threaten efforts to combat climate change, 
while the unchecked use of Americans’ information to build these models threatens our privacy 
and the freedoms of speech and association. 
  



For the United States to be a true global leader in AI, it must lead in responsible, rights-
respecting innovation that directly addresses these myriad harms. We hope and expect that future 
AI Insight Forums, Congressional hearings, and legislation will center these issues and draw on 
the expertise of civil society and the communities most impacted by these technologies. 
 
As public interest organizations dedicated to serving the interests of consumers, workers, 
families, voters, and the broader public, we stand ready to work with you to ensure that 
Congress’s AI efforts meet the needs of our society. 
 
Sincerely, 
 
AAPI New Jersey 

Access Now  

Advocacy for Principled Action in 
Government 

Algorithmic Justice League 

American Civil Liberties Union 

Amnesty International USA 

Asian Americans Advancing Justice - AAJC 

Asian Americans Advancing Justice - Asian 
Law Caucus 

Authors Guild 

Bazelon Center for Mental Health Law 

Black Women’s Roundtable 

Brennan Center for Justice  

Center for American Progress 

Center for Democracy & Technology 

Center for Digital Democracy 

Center on Privacy & Technology at 
Georgetown Law 

Center on Race and Digital Justice 

Center on Race, Inequality, & the Law at 
NYU School of Law 

The Civic Tech Field Guide 

Color of Change 

 Common Sense Media 

 Communications Workers of America 

 Consumer Action 

 Consumer Federation of America 

 Consumer Reports 

 Data & Society  

 Defending Rights & Dissent 

Demand Progress 

The Digital Democracy Project 

Electronic Frontier Foundation 

Electronic Privacy Information Center 
(EPIC) 

Fair Count Inc 

Fairplay 

Fight for the Future  

Free Government Information (FGI) 

Free Press Action 

Global Cyber Alliance 

Global Project Against Hate and Extremism 

Government Information Watch  

The Greenlining Institute  

HTTP// (Hispanic Technology & 
Telecommunications Partnership) 



Human Rights Campaign 

Human Rights Watch 

Kapor Center 

Knight First Amendment Institute at 
Columbia University 

Lawyers’ Committee for Civil Rights Under 
Law 

The Leadership Conference on Civil and 
Human Rights 

Media Alliance 

Media in the Public Interest 

MediaJustice 

Mijente 

MomsRising 

Muslim Advocates 

NAACP 

NAACP Legal Defense and Educational 
Fund, Inc. 

National Action Network  

National Association of Consumer 
Advocates 

National Association of Criminal Defense 
Lawyers 

National Black Worker Center 

National Coalition on Black Civic 
Participation 

National Consumers League 

National Disability Institute 

National Disability Rights Network 
(NDRN) 

National Employment Law Project 

National Health Law Program 

National Organization for Women 

National Urban League 

National Women’s Law Center 

New America Public Interest Technology  

New America’s Open Technology Institute 

Oakland Privacy 

PEN America 

People For the American Way 

Perlmutter Center for Legal Justice at 
Cardozo 

Policing Project 

Project On Government Oversight 

Public Citizen 

Public Knowledge 

Restore The Fourth 

SPLC Action Fund 

Surveillance Resistance Lab 

Surveillance Technology Oversight Project 

TechEquity Collaborative 

UnidosUS 

Upturn 

U.S. Public Interest Research Group 

Woodhull Freedom Foundation 



 

 
 
 
Sent via email: 

   

Hon. Charles Schumer 
Senate Majority Leader 
Washington, DC 20510 

Hon. Mitch McConnell 
Senate Minority Leader 
Washington, DC 20510 

Hon. Patrick McHenry 
Speaker pro tempore of 

the House 
Washington, DC 20515 

Hon. Hakeem Jeffries 
House Minority Leader 
Washington, DC 20515 

Hon. Sherrod Brown 
Chair, Senate Banking, 

Housing, and Urban 
Affairs Committee 

Washington, DC 20510 

Hon. Tim Scott 
Ranking Member, Senate 
Banking, Housing, and 

Urban Affairs Committee 
Washington, DC 20510 

Hon. Maria Cantwell 
Chair, Senate Commerce, 
Science, and Technology 

Committee 
Washington, DC 20510 

Hon. Ted Cruz 
Ranking Member, Senate 
Commerce, Science, and 
Technology Committee 
Washington, DC 20510 

Hon. Bernard Sanders 
Chair, Senate Health, 
Education, Labor and 
Pensions Committee 

Washington, DC 20510 

Hon. Bill Cassidy 
Ranking Member, Senate 
Health, Education, Labor 
and Pensions Committee 
Washington, DC 20510 

Hon. Thomas Carper 
Chair, Senate 

Environment and Public 
Works Committee, 

Washington, DC 20510 

Hon. Shelley Moore 
Capito 

Ranking Member, Senate 
Environment and Public 

Works Committee, 
Washington, DC 20510 

Hon. Ron Wyden 
Chair, Senate Finance 

Committee 
Washington, DC 20510 

Hon. Mike Crapo 
Ranking Member, Senate 

Finance Committee 
Washington, DC 20510 

Hon. Gary Peters 
Chair, Senate Homeland 

Security and 
Governmental Affairs 

Committee 
Washington, DC 20510 

Hon. Rand Paul 
Ranking Member, Senate 
Homeland Security and 
Governmental Affairs 

Committee 
Washington, DC 20510 

Hon. Dick Durbin 
Chair, Senate Judiciary 

Committee 
Washington, DC 20510 

Hon. Lindsey Graham 
Ranking Member, Senate 

Judiciary Committee 
Washington, DC 20510 

Hon. Martin Heinrich 
Co-Chair, Senate Artificial 

Intelligence Caucus 
Washington, DC 20510 

Hon. Mike Rounds 
Co-Chair, Senate Artificial 

Intelligence Caucus 
Washington, DC 20510 

Hon. Virginia Foxx 
Chair, House Education 

and the Workforce 
Committee 

Washington, DC 20515 

Hon. Robert C. Scott 
Ranking Member, House 

Education and the 
Workforce Committee 
Washington, DC 20515 

Hon. Maxine Waters 
Ranking Member, House 

Financial Services 
Committee 

Washington, DC 20515 

Hon. Mark Green 
Chair, House Homeland 

Security Committee 
Washington, DC 20515 

Hon. Bennie Thompson 
Ranking Member, House 

Homeland Security 
Committee 

Washington, DC 20515 

Hon. Cathy McMorris 
Rodgers 

Chair, House Energy and 
Commerce Committee 
Washington, DC 20515 

Hon. Frank Pallone 
Ranking Member, House 
Energy and Commerce 

Committee 
Washington, DC 20515 

Hon. Jim Jordan 
Chair, House Judiciary 

Committee 
Washington, DC 20515 

Hon. Jerrold Nadler 
Ranking Member, House 

Judiciary Committee 
Washington, DC 20515 

Hon. Frank Lucas 
Chair, House Science, 
Space and Technology 

Committee 
Washington, DC 20515 

Hon. Zoe Lofgren 
Ranking Member, House 

Science, Space and 
Technology Committee 
Washington, DC 20515 
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On behalf of UnidosUS, we respectfully submit this testimony on the pressing issue of governing 
artificial intelligence and data. UnidosUS is a nonprofit, nonpartisan organization that serves as 
the nation’s largest Hispanic civil rights and advocacy organization. Since 1968, we have 
challenged the social, economic, and political barriers that affect Latinos through our unique 
combination of expert research, advocacy, programs, and an Affiliate Network1 of nearly 300 
community-based organizations across the United States and Puerto Rico. 
 
As we described at the AI Insight Forum in September, artificial intelligence (AI) holds enormous 
promise, but also poses potential threats to civil rights and our democracy absent ethical, 
constitutionally designed governance. America stands at a crossroads as AI capabilities race 
ahead, requiring a new social compact between technology and democracy.  
 
A forthcoming series of papers from UnidosUS will propose three pillars for inclusive AI 
governance—first, integrated oversight for new and existing systems based on constitutional 
and democratic standards that operate as a baseline for human freedoms; second, 
participatory engagement by impacted groups; and third, human infrastructure investments to 
build capacity and ensure the benefits of technology are shared. Below, we suggest some 
models and ideas for implementing each of these pillars.  
 
Policymakers have proposed principles and standards to govern AI systems, including the 
National Institute of Standards and Technology (NIST), White House, Office of Science and 
Technology Policy (OSTP), National AI Advisory Committee (NAAIC), and members of Congress 
through legislative proposals. However, principles alone are insufficient—our task now is to use 
these to develop a pragmatic roadmap for implementing ethical AI in practice. This moment 
demands converting principles into pragmatic action. 
 
Given its reach and power, to deploy AI responsibly and ethically will require new and 
innovative forms of governance. Systems should ensure their accountability to the people they 
impact the most—including workers, creators, communities of color and lower-income people, 
and others who have been left behind and left out by traditional research or the digital divide 
(and are thus invisible to the models). For too many, the last decades of technological 
innovation failed to allow them to reap the benefits of a global economy.  
 
As AI systems grow more capable, we must assure that these technologies empower rather 
than undermine human potential, autonomy, and dignity. Widening economic disparities, 
information silos on social media, and a scarcity of public spaces already strain social cohesion 
and imperil democratic principles. If improperly governed, AI could exacerbate polarization, 
anti-democratic impulses, tribalism, and racial tensions. We must proactively ensure these 
systems do not inherit and amplify existing biases that can fan the flames of social division. 
 
If legislative approaches advance without an attempt to account for what we already know to 
be deeply troubling about AI uses, including biased outcomes and rights-infringing practices 

 
1 UnidosUS Affiliate Network, https://www.unidosus.org/about/affiliates/.  
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that run counter to constitutional rights around due process, freedom of expression, and the 
right to be left alone, Congress will have missed the most compelling opportunity it will likely 
ever have to comprehensively align new technologies with the opportunities they present. 
 
The Promise and Perils of AI 
 
Inclusive, ethical AI systems could expand opportunities for Latinos in areas like education, 
language access, and employment. Personalized learning software, translation tools that break 
down language barriers, and job matching platforms custom-built for diverse candidates all 
represent ways technology could uplift rather than marginalize, disadvantaged groups. 
Thoughtfully crafted oversight can steer these transformational tools toward expanding 
freedom rather than undermining it. 
 
Yet the millions of Latinos we represent face double-edged risks from proliferation of AI 
systems. On the one side, gaps in digital access and tech education exclude many Latinos from 
emerging economic opportunities in AI fields. About 35% of Latinos lack home broadband, 
limiting development of the skills required for tech roles where Latinos are already severely 
underrepresented.  
 
Coupled with lower educational pathways into tech fields, these dynamics widen racial wealth 
divides. Although the technological advances of the past decade have revolutionized 
consumption, the racial wealth gap has remained stubbornly unchanged for the past forty 
years. A shocking lack of diversity in the tech sector persists, with Latinos accounting for only 
8% of the STEM workforce, despite also accounting for almost 78% of all new workers by 2030. 
What is more, the tools to alleviate worker displacement and address equity are 
underdeveloped. 
 
At the same time, Latinos and other communities of color are subjected to expansive 
governmental surveillance technologies like predictive policing algorithms and biometric 
screening tools used against immigrant groups. Opaque AI models used in high-stakes decisions 
around criminal justice, lending, and benefits entrench historical biases and discrimination, yet 
recourse is limited or nonexistent. While principles like due process, equal protection, and 
privacy underpin our laws, outdated regulations fail to provide any accountability for rights-
infringing uses of AI. 
 
No democratic government should have the ability to track the activities and thoughts, the 
whereabouts and networks, the psychological vulnerabilities and personal correspondence, of 
all of its people.  Democracy's lifeblood is the accommodation of diversity and dissent, enabled 
by associational freedom and zones of autonomy for citizens to develop beliefs away from state 
interference or coercion. Mass surveillance infrastructures enabled by unfettered AI can 
devastate the foundations on which democratic self-rule relies. 
 
We must be vigilant against normalizing governmental uses of AI that cross constitutional red 
lines. Mass biometric monitoring, predictive policing absent accountability, and immigrant 
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tracking tools raise present threats that demand oversight. America's democratic vitality hinges 
on governing AI innovations with liberty at the forefront. Ultimately, the choice that is often 
posed between data security and privacy, on the one hand, and effective law enforcement, on 
the other, is a false one—good design can make both a reality, once appropriate incentives and 
protections are in place. 
 
For example, predictive policing tools trained on flawed crime statistics have been found to 
disproportionately target low-income neighborhoods of color by falsely correlating race with 
criminality. Similarly, sentencing algorithms drawing on racially skewed conviction data likewise 
entrench harsher outcomes for minorities. Lending and credit access algorithmic discrimination 
also persists, despite legal authorities that require lenders to eliminate it. And medical 
algorithms and tool design, such as we saw with pulse oximeters during the pandemic, can 
perpetuate health disparities if trained on unrepresentative datasets. 
 
We therefore support the urgent need for data safeguards that are aligned with global 
approaches and reflect the likely near-future state of changes in the European Union (EU) 
around both privacy and AI. Although it is tempting to continue avoiding the hard questions, 
key baselines around data collection practices and permissible uses, consumer rights and 
product liabilities, and ethical data design and defaults, are now essential. Without guardrails, 
we will continue to see the types of harms outlined above. We could also face tailored forms of 
manipulation and control, which can now be easily designed at scale given these new tools, and 
therefore threaten fragile democratic systems.  
 
Thankfully, the notion that we cannot have both privacy and our cherished freedoms is 
outmoded and a false choice. As the EU has made clear—security and liberty are essential 
values to inform ethical design. For example, systems should implement data minimization 
aligned with protections against unreasonable search and seizure.  
 
Segmenting data use by purpose, rather than allowing unfettered collection, is also important. 
Transparency and rights that allow impacted people to contest automated decisions reflect due 
process principles, and enabling user controls over data can help to safeguard freedom of 
association and expression. Additionally, technical solutions like federated learning and on-
device processing can reinforce data minimization and user controls that avoid centralized data 
storage. With careful design, we can craft data safeguards that honor both privacy and 
constitutional liberties. 
 
Direction from Congress Is Needed to Address Harms and Establish a Nimble but Effective 
System of Oversight Aligned with Constitutional and Democratic Systems 
 
Much of the discussion thus far in Congress has largely focused on the exciting frontier 
models—powerful natural language chatbots, also called Large Language Models, or LLMs—
sometimes disregarding the ways that existing (even long-deployed) AI-driven technologies, 
such as decision models that control access to credit, housing, or public benefits, or furnish 
predictions for law enforcement, immigration, and judicial decision-making, today inflict harm 
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on millions, often without redress or attention to the constitutional and legal rights that should 
apply.  
 
This intense attention on the newest forms of AI and its risks and promise is understandable, 
but regrettable. Congress should pay close attention to the novel risks from foundational 
models. However, to address the legitimate harms and create meaningful AI governance, 
Congress will also have to create oversight of AI where its uses have been neglected and 
permitted to inflict harm without accountability over the past decade. We must not get 
distracted by the “shiny new toy” and discount the ways AI already impacts communities, 
financial opportunity, workers, health, education, and more. 
 
Importantly, a scatter-shot approach to governance will not yield the right level of consistency 
to guide AI development, now or in the future. Merely regulating frontier models risks enabling 
the continued development of super-tools that inflict these and other harms, unchecked, as 
their capacities and reach proliferate across domains. On the other hand, focusing only on 
specific use cases will miss the forest for the trees. 
 
For this reason, governing AI will require a hybrid approach with coordinated oversight 
spanning both foundational models and specific high-impact applications in sectors from 
healthcare to lending where algorithms already operate. Comprehensive reforms must address 
current and emerging technologies, combining centralized expertise with sector-specific 
regulations and align them with democratic and constitutional principles.  
 
Congress should develop a specialized regulator for foundation systems, as well as separate 
dedicated incubators or departments for each major domain regulator with specific authorities 
and obligations to oversee AI’s implications for research, products and services within their 
domain. A cross-governmental working group led by the Office of Science and Technology 
Policy (OSTP) should coordinate activities and approaches, and essential lessons and 
developments with cross-domain implications should be shared.  
 
Activities on both the foundational regulatory and domain levels should be grounded in legal, 
constitutional, and ethical principles that support a healthy democracy and humane uses of 
technology, and address emergent and current harms and risks. Congress should set flexible 
directional goals, provide ample and clear authority for new standards and evidence-based 
regulatory processes, and create a strong legislative record to support iterative problem-solving 
by agencies to address evolving needs and drive innovation that improves the technology’s fit 
to our values over time.  
 
Because conventional regulatory processes often struggle to keep pace with the speed of 
technological change, Congress must empower regulators with the flexibility and resources to 
iterate governance in line with AI’s rapid evolutions. Rulemaking cycles measured in years will 
fail to address novel challenges in time. We need more nimble oversight mechanisms that will 
be capable of timely course corrections based on emerging evidence and lessons from a 
learning community of practice. 
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Well-designed standards and goals would guide engineers at leading companies to move 
beyond narrow technical objectives to embrace constitutional and legal standards as primary 
design criteria. Rules should make clear the relationship between, for example, notions of due 
process and data transparency, as described above. AI alignment methodologies currently in 
use by industry that focus on human values like fairness, transparency and accountability 
should also inform technical development of standards.  
 
Practical new requirements should reflect these goals and be calibrated to reflect risks. For 
example, Congress should empower the relevant regulators in each domain to regularly audit 
algorithms and set directional goals that allow flexibility for AI's rapid iterations and 
experimentation with models, while assuring core safety and transparency remains intact and 
incentivizing fairer outcomes over time. Immediate disclosures of emergent risks and options to 
mitigate them should be required, and new deployments should be well managed for safety, 
security, and other relevant regulatory parameters through licensing, ongoing oversight, and a 
culture of accountability, candor, and collaboration.  
 
In sum, key principles that are already in use by industry for AI alignment—including making 
systems helpful, harmless, honest, accountable, transparent, and fair—should be guiding lights 
for engineers and policymakers alike. Where current real-world systems lag these goals and use 
AI algorithms, they should be brought into alignment over time with these best practices and 
standards, in a practice of leveling up. Embedding ethical objectives in the technical 
architecture itself is vital. Comprehensive governance can reinforce those aims and drive 
productive innovation.  
 
Predictable oversight frameworks are also imperative to incentivize technology firms to invest 
in developing rights-preserving innovations aligned with democratic values. Ethically focused 
companies need market signals that building technologies that respect principles like privacy 
and accountability will be competitively advantageous. For this reason, it is important that 
statutory language provide clear standards that drive improvement over time—requiring 
explainability, accountability, and transparency to be maximized consistent with evolving 
technological capacities. 
 
Enacting prudent governance now will provide critical assurance to technology leaders that 
innovations designed responsibly from the outset will be rewarded over more reckless products 
that monetize surveillance and manipulation. America has an opportunity to lead in 
demonstrating that values-driven innovation has a viable path to market. Establishing ethical AI 
as standard practice rather than an upstart niche is essential for an empowering technological 
future. 
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Reimagining Inclusive Governance of AI Development for Impacted Communities  
 
Ethical engineering is only part of the equation. Robust public oversight and enforceable rules 
grounding technology in democratic values are equally vital. America should lead in 
demonstrating how societies thrive when innovations align with, rather than undermine, 
Constitutional rights. Prudent governance of transformative technologies is particularly crucial 
for marginalized groups like Latinos and other people of color whose experiences are often 
invisible in both policy and technology development. 
 
A core challenge in ethical AI development is ensuring that biased inputs do not lead to 
discriminatory outputs that violate democratic principles. Historical data powering algorithms 
often reflects past prejudice against minorities and other groups, reproducing injustice through 
new technologies. To address the problem and the disruptive effects of technologies, we need 
new ways of collaborating across sectors to leverage existing domain expertise and to go 
beyond check-the-box forms of “consultation” with impacted communities to full partnership. 
 
Merely debiasing algorithms is insufficient—ongoing community participation is essential to 
assess real-world impacts on disadvantaged groups and inform iterative improvements. While 
frameworks like NIST's highlight the need for community consultation, specific processes and 
decision-making power must be defined to make this engagement meaningful, rather than 
symbolic.  
 
For these reasons, it is crucial for Congress to create a powerful seat at the table for 
communities impacted by this transformation, so that they may claim their role in determining 
its uses and our shared future. Putting impacted communities at the heart of our new system of 
AI governance is essential to uplift ethical considerations, generate evidence on real-world 
impacts and make it relevant to oversight, and inform the development of better and fairer AI 
uses over time.  
 
Building technical fluency across participants and establishing clear procedures for 
"consultation with teeth" are key to inclusive AI governance. AI governance frameworks should 
include clear obligations for both developers and regulators to conduct ongoing impact reviews. 
For their part, oversight boards with community representation should have the authority to 
modify or block high-risk model deployments based on rights, ethical and equity criteria. These 
should evaluate risks not just to individuals but to communities and society, guided by metrics 
that track effects on key goals like inclusion, equity, privacy, transparency, and democratic 
accountability.  
 
Higher-risk AI systems—such as credit and lending algorithms, healthcare diagnostics, and 
applicant screening tools—are those with significant decision-making authority over crucial 
aspects of living, including financial opportunity, employment, worker oversight, health access, 
or education. For such impactful uses, domain-specific advisory boards comprised of impacted 
community members, subject matter experts and professionals, and legal and ethics experts 
should be codified into law. These boards would have defined authority to assess AI systems for 
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disparate impacts using audits and criteria, which should include accountability, transparency, 
and other ethical dimensions. Boards could have a determinative role in approving, modifying, 
or rejecting the use of higher-risk systems prior to deployment based on their robust review 
processes. 
 
Proactive governance measures like mandating diverse training data, independent algorithmic 
audits, human oversight requirements for critical decisions and functions, and rights-based 
technical constraints are also imperative, but are insufficient alone. Community participation is 
essential for surfacing insights technologists alone may miss regarding accessibility, bias, and 
other impacts. Preventing discriminatory outputs requires continuous vigilance— we must 
remain cognizant that historical data biases can propagate injustice and be pushing towards 
fairness and accountability for outcomes in our regulatory designs.  
  
Ambitious yet achievable standards for inclusive evidence-gathering and iteration will help 
ensure AI systems align with and strengthen shared values over time. Methodologies for 
ongoing impact reviews should leverage diverse expertise and established best practices, such 
as: 

• Algorithmic audits evaluating systems for biases based on testing inputs and outputs. 

• User studies surveying diverse groups on their experiences with AI systems through 
interviews and observed interactions. 

• Consultations with civil society groups focused on relevant issues of equity, privacy, and 
digital rights. 

• Multidisciplinary expert review boards assessing systems and policies from technical, 
ethical, social, and legal perspectives. 

Additional methods like community data audits, participatory design sessions, and “red 
teaming” to probe vulnerabilities, can provide further evidence. Mediated learning exchanges 
between developers and community leaders, while complaint redress processes are overseen 
by regulators, and participatory pilots could help to translate insights into actionable 
improvements. 
 
An oversight body, such as an AI ethics and safety council, should be tasked with coordinating 
reviews, tracking compliance, and enforcing practices. Metrics on dimensions like input 
diversity, harm reduction, and user empowerment should set ambitious yet practical standards. 
Insights from regularly timed annual reviews should directly inform policy updates, system 
design changes, adjustments to training data, and be publicly communicated to stakeholders 
given the evolving nature of the technologies. Review requirements should also be tied to 
deployment authorizations to ensure that there is accountability. In summary, inclusive 
evidence-gathering and timely iterations will help ensure AI systems are developed safely, 
ethically, and in line with public needs and values.  
 
For lower-risk AI applications, a voluntary certification program could help consumers identify 
technologies with development that included such ethical assessments. Certification levels like 
bronze, silver and gold could indicate the rigor of evaluations completed and logos displayed at 
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point-of-use. International alignment on certification standards, where feasible, would 
maximize global interoperability. 
 
To support essential research and development, policymakers could also establish and fund an 
AI Safety Institute modeled after the National Institutes of Health. This Institute would partner 
with academia, industry, and civil society to address gaps in AI ethics understanding and 
solutions where market incentives fall short. Potential areas of focus could include bias 
detection and mitigation, algorithmic transparency, privacy-enhancing technologies, and 
safeguards against manipulation.  
 
The Institute would translate promising research into governance guidance and help to inform 
technical standards. It could provide grants, host conferences, develop training programs, and 
undertake participatory pilot deployments to bridge theory and practice. Taking inspiration 
from biomedical research institutions, an AI Safety Institute could grow the diverse talent and 
evidence base needed to fairly and broadly distribute societal benefits. 
 
We imagine a new social compact between government, technology companies, and the 
people served by technology. With intentional design, impacted communities can inform how 
we steer these powerful technologies toward equitable progress. This would, in turn, expand 
the legitimacy, reach, accuracy and relevance of these technologies. Multi-perspective input is 
one key to fostering innovation that serves society broadly, spots gaps in data, develops 
accurate assessments of impacts, and drives responsible innovation. Most crucially, impacted 
communities deserve transparency from the AI systems affecting their lives. 
 
Supporting Access to Shared Benefits and to Address Displacement and Impacts  
 
All Americans deserve to reap the fruits of technological progress while retaining an ability to 
redress its harms. To address the need for these transformational technologies to produce 
widely shared benefits, Congress should establish a dedicated fund modeled on the CDC 
Foundation that could support digital skills education and training, community-based AI 
auditors, participatory technology workshops, and other capacity building to close knowledge 
and equity gaps. Grants to local organizations would enable national assessments of AI's 
impacts on disadvantaged groups and workforce needs and could build expertise and 
knowledge of technological tools within impacted groups.  
 
It should include funding for community organizations to build AI-specific expertise and support 
participation in the types of community engagement outlined above. Building technical fluency 
will allow impacted communities to help steer these powerful technologies toward sustainable 
and equitable progress and improve their accountability. 
 
To democractize the benefits, there is also a need for human infrastructure capable of 
leveraging AI, including building capacity in and among communities that are often invisible in 
the development and deployment of technologies. We must close the skills gap and talent 
gap—and a robust program to do so will address the needs of a burgeoning industry while 
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helping to mitigate persistent sources of economic inequality and the lack of shared 
opportunity.   
 
Substantial funding for creating a more diverse pool of digital economy workers, through 
partnerships with culturally competent community-based organizations, as well as skills-based 
hiring that connects workers of all skills and backgrounds to an AI economy, would help 
workers who are currently excluded from upwardly mobile, future-focused employment find 
career pathways into the AI economy. Such investments would allow the benefits of AI to be 
more fully shared, and could help develop expertise and spark interest.  
 
An AI human infrastructure investment program could be modeled on the CDC Foundation—an 
independent nonprofit and the “sole entity created by Congress” to mobilize private sector and 
philanthropic resources to support the CDC’s work on public health. It could be funded by a mix 
of donations from the technology sector, alongside a federal endowment that grows through 
licensing fees or other federal supports, to provide grants for community organizations 
initiatives such as: 

• Equipping organizations and their members to use the tools and providing feedback 
(helping to ensure the digital divide does not render communities or individuals 
invisible);  

• Working to solve the talent gap and develop the evidence base for upskilling and skills-
based employment through partnerships and innovative approaches to recruitment of 
an economically and racially diverse workforce;  

• Increasing capacity for diverse voices to engage as peers in regulatory and oversight 
processes around AI tools, including funding nonprofits to train community auditors on 
AI systems and conduct audits of algorithms, data collection and uses.  

 
The fund could be overseen by an independent governing board with representatives from 
government, industry, academia, civil rights groups, and community organizations and be 
housed within an existing agency or as a nonprofit organization to manage the grantmaking 
process. Its priorities and processes could be informed by an annual national assessment of AI 
skills gaps, workforce needs, and barriers to digital inclusion. Nonprofit community 
organizations could apply to receive grants for purposes such as: 

• Providing AI and technology job training programs and internships in impacted areas; 

• Developing curricula and certifications for community members to become AI auditors; 

• Funding data and policy experts to enable meaningful technical input into AI systems; 

• Supporting participatory design workshops and exchanges between developers and 
community residents; 

• Working with recipients to document community partnerships, inclusion plans, and to 
measure and reflect on impact; 

• Funding programs to enable collaborations with schools, employers, and industry 
partners to create pathways to equitable AI workforce participation. 
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The fund could also maintain a publicly accessible database of grants awarded, results 
achieved, and best practices for building AI expertise in local communities to build field 
knowledge and insights.  
 
This kind of holistic, community-centered approach would build shared capacity to help govern 
AI responsibly. It would also help to unlock the full potential of America's diversity as a 
competitive advantage in AI development, maximizing the power of our institutions in the 
service of improvements to technologies. Sufficient investment at scale in inclusive 
participation to build and support an AI economy is therefore an imperative for shared 
prosperity and innovation. The dividend for our national economy could be astonishing.  
 
From Principles to Implementation: Creating an Ethical AI Ecosystem 
 
The table below illustrates our vision for connected and values-driven AI governance. Realizing 
the full promise of AI while upholding our shared values requires connecting these concepts. It 
is essential that the rule of law govern these powerful technological tools. Yet ethical principles 
and technical standards alone are insufficient without inclusive governance processes that give 
impacted communities an empowered voice in designing and deploying these technologies. 
And participatory oversight mechanisms need a prepared public, which demands investments 
to build AI expertise and access within local communities. 
 
We will know we are innovating in the right way only when our tools achieve and advance 
transparency, access, safety, and equity, among other values, and when the process is 
participatory and inclusive. But we cannot address biased outcomes, develop inclusive 
technology, manage the disruptive downsides of AI and its destabilizing potential, or effectively 
balance law enforcement needs against our valued liberties, unless we center our vision on 
near-term solutions (while creating stable guardrails around emerging uses that may pose a 
future risk).  
 
Without open and full participation in an ethical and regulatory framework, AI risks 
dehumanizing effects like ubiquitous surveillance, manipulation for profit, replicating bias that 
reinforces injustice, and automated systems that displace human discretion in impactful 
decisions. Power imbalances mean that AI will primarily benefit the already powerful, 
exacerbating inequality.  
 
Technical progress must be paired with social progress. Only a holistic approach will enable 
technology and society to advance in equal measure. Lawmakers must enact comprehensive 
reforms that move beyond principles to functional guardrails, meaningful participation, and 
expanded capacity. By linking ethical guidelines, participatory structures, and human 
infrastructure, we can build an AI future that reflects our democratic ideals.  
 
Most importantly, inclusive democratic practices should infuse AI governance itself. Impacted 
communities deserve structured involvement in shaping these powerful technologies. With 
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broad collaboration and human-centered design, AI can be governed ethically at the outset, 
rather than regulated after the fact and once harms are already entrenched. 
 
American leadership in developing AI that expands opportunity while respecting Constitutional 
values is essential for an inclusive future. Progress will demand openness to creative 
partnerships and evolving best practices. But we have never shied away from big challenges 
when ideals hang in the balance. The future of AI governance ultimately relies on rediscovering 
this pragmatic idealism. If we approach this challenge with courage, wisdom, and democratic 
faith, we have an opportunity to write a new chapter on technology and progress. The stories 
that future generations tell about AI may someday inspire the world—if we dare shape them. 
The task is monumental, but so is the opportunity before us. 
 
## 
 
We applaud the Committee’s commitment to exploring effective ways to safeguard innovation 
and data in the era of AI. We also would welcome the opportunity to collaborate and provide 
input. Should you have any questions, please contact Laura MacCleery, Senior Director of 
Policy, at lmaccleery@unidosus.org, and Claudia Ruiz, Senior Civil Rights Analyst, at 
cruiz@unidosus.org. 
  






