
8 Sept 2021 

TO:  Congressman Frank Pallone 
Chairman, House Energy and Commerce Committee 

Congresswoman Cathy McMorris Rodgers 
Ranking Member, House Energy and Commerce Committee 

Congressman Mike Doyle 
Chairman, Subcommittee on Communications and Technology 

Congressman Robert E. Latta 
Ranking Member, Subcommittee on Communications and Technology 

Congresswoman Jan Schakowsky 
Chair, Subcommittee on Consumer Protection and Commerce 

Congressman Gus Bilirakis 
Ranking Member, Subcommittee on Consumer Protection and Commerce 

Dear Chairman Pallone, Ranking Member McMorris Rodgers, Chairman Doyle, Ranking Member Latta, 
Chair Schakowsky, and Ranking Member Bilirakis, 

As an alliance of organizations committed to public safety, consumer protection, and reducing serious 
crime, we share your Committee’s view that the lack of platform accountability under Section 230 of the 
Communications Act1 is putting the public in jeopardy.2 The time has come for Congress to amend Section 
230 as well as to adopt transparency provisions regarding content moderation. Toward that end, we 
describe below a number of principles we hope to see reflected in any such legislation. 

147 U.S.C. § 230. 
2See, e.g., Opening Remarks of Chair Frank Pallone and Ranking Member Cathy McMorris Rodgers, House Energy & 
Commerce Committee, The Real Story Behind Section 230: A View From Those Who Were There (June 17, 2021), 
https://www.counteringcrime.org/section-230; Opening Remarks of Ranking Member Gus Bilirakis, House 
Subcommittee on Consumer Protection & Commerce, Harmed By Section 230: Barring Access to the Courtroom (June 
22, 2021), https://www.counteringcrime.org/section-230; Opening Remarks of Chair Jan Schakowsky, House 
Subcommittee on Consumer Protection & Commerce, and Ranking Member Bob Latta, House Subcommittee on 
Communications & Technology, Fixing Section 230: Protecting the Public While Promoting Free Expression (June 29, 
2021), https://www.counteringcrime.org/section-230; Disinformation Nation—Social Media’s Role in Promoting 
Extremism and Misinformation: Joint Hearing Before the H. Subcomms. on Commc’ns & Tech. and Consumer Prot. & 
Commerce of the H. Comm. on Energy & Commerce, 117th Cong. (March 25, 2021), 
https://energycommerce.house.gov/committee-activity/hearings/hearing-on-disinformation-nation-social-medias-
role-in-promoting; A Country in Crisis—How Disinformation Online is Dividing the Nation, Joint Hearing Before the 
H. Subcomms. on Commc’ns & Tech. and Consumer Prot. & Commerce of the H. Comm. on Energy & Commerce,
116th Cong. (June 24, 2020), https://energycommerce.house.gov/committee-activity/hearings/joint-hearing-on-a-
country-in-crisis-how-disinformation-online-is.
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Judicial & Public Support. A large part of the problem, as courts are increasingly acknowledging, is that 
“Section 230(c)(1) shelters more activity than Congress envisioned it would.”3 Which is why courts are 
calling on Congress to reconsider “[w]hether social media companies should continue to enjoy immunity 
for the third-party content they publish.”4 

The public is similarly concerned. Almost two-thirds of Americans polled say that the law should be 
changed to make platforms responsible for content on their sites and about three-quarters say platforms 
should collaborate to identify and ban criminals and bad actors.5 Even technology employees agree, with 
71 percent surveyed who knew what Section 230 is supporting reform.6 

Congress passed section 230 and overturned Stratton Oakmont v. Prodigy to limit platforms’ liability when 
they do the right thing, not to immunize them when they ignore illegal behavior or even profit off it. 
Despite this, courts have ruled that the broad language of Section 230 prevents holding platforms liable 
even when they negligently, recklessly, or knowingly facilitate unlawful activity by their users. That removes 
the common law duty of reasonable care that ordinarily applies to all businesses, along with the legal 
incentive platforms would otherwise have to curb harmful behavior.7 In the process, it denies victims access 
to the courthouse steps. 

Reform, Not Repeal. Despite the scare-tactic claims of many tech firms and their allies, reform necessitates 
neither the repeal of Section 230 nor the end of free speech on the Internet. In fact, we agree with Section 
230 advocates that the content moderation safe harbor in subsection (c)(2) helps platforms serve as 
avenues of free expression while combatting toxic and illegal behavior on their services. The problem with 
Section 230 is not subsection (c)(2), but subsection (c)(1). 

We therefore recommend that Congress preserve the subsection (c)(2) safe harbor but restore for platforms 
the common law duty of care. Congress could do so by requiring platforms to take reasonable steps to 
combat unlawful behavior as a condition of receiving Section 230’s liability limitations.8 Such an approach 
would continue to fix Stratton Oakmont’s disincentive to moderate unlawful behavior while addressing the 
blank check that Section 230 currently grants platforms to act irresponsibly. 

 
3Gonzalez v. Google, No. 18-16700, slip op. at 78 (9th Cir. June 22, 2021). 
4Id. 
5TOM GALVIN, DIGITAL CITIZENS ALLIANCE, OUR ONLINE WORLD IS OUT OF BALANCE 7, 12 (stating that 63 percent of people 
polled agree that the law should be changed to make platforms responsible for content on their sites and 71 percent 
want platforms to collaborate to identify and ban criminals and bad actors), presentation at Tech Possibilities: 
Reshaping a Misinformed Debate (June 24, 2021), https://www.counteringcrime.org/section-230.  
6Emily Birnbaum and Issie Lapowsky, How Tech Workers Feel about China, AI and Big Tech’s Tremendous Power, 
PROTOCOL, March 15, 2021, https://www.protocol.com/policy/tech-employee-survey/tech-employee-survey-2021. 
7See Neil Fried, Why Section 230 Isn't Really a Good Samaritan Provision, March 24, 2021, 
https://digitalfrontiersadvocacy.com/blogs-and-op-eds/f/why-section-230-isnt-really-a-good-samaritan-provision. 
8See Fostering a Healthier Internet to Protect Consumers: Joint Hearing before H. Subcomms. on Commc’ns. & Tech. 
and Consumer Prot. & Commerce, H. Comm. on Energy and Commerce, 116th Cong. (Oct. 16, 2019) (statement of 
Prof. Citron), https://energycommerce.house.gov/committee-activity/hearings/hearing-on-fostering-a-healthier-
internet-to-protect-consumers; A Country in Crisis—How Disinformation Online is Dividing the Nation, Joint Hearing 
Before the H. Subcomms. on Commc’ns & Tech. and Consumer Prot. & Commerce of the H. Comm. on Energy & 
Commerce, 116th Cong. (June 24, 2020) (statement of Neil Fried), https://energycommerce.house.gov/committee-
activity/hearings/joint-hearing-on-a-country-in-crisis-how-disinformation-online-is. 
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The reasonableness standard does not require platforms to be perfect, and ensures they can continue to 
host a variety of expression, so long as they take meaningful steps to curb unlawful activity. 

Restoring the reasonableness standard would also ameliorate competition concerns by ensuring that 
platforms are once again subject to the same duty of care that applies to their brick-and-mortar rivals. 

Forward Looking. We recognize the desire to address specific harms, and many of us support a variety of 
issue-specific bills aimed at today’s most pressing issues. But Congress cannot possibly pass separate 
Section 230 bills for every conceivable problem or crime sector. Restoring the general duty of reasonable 
care would help address today’s other, innumerable harms online, as well as those that may arise in the 
future. 

Flexible, Not One-Size-Fits-All. Not all platforms have the enormous resources of Facebook, YouTube, 
and Twitter. Nor are all platforms as likely to have as much unlawful behavior occurring over their services 
as these tech giants currently host. At the same time, the mere fact that a platform is smaller should not 
give it license to act irresponsibly. To the harmed victim, platform size is irrelevant. 

Conditioning Section 230’s liability limitations on taking reasonable steps to combat unlawful activity will 
ensure courts consider the resources available to a specific platform and the risk of a given harm. Such an 
approach will also allow platforms to experiment with a variety of solutions, including in combination, and 
tailor them to the specific needs of their services and those that use them. This also avoids the need for 
Congress to bless or require specific best practices, which will likely evolve over time as technology and 
the problems of the day evolve. 

Promoting Transparency. Platforms should have an obligation to tell people what content and behavior 
the platforms will allow and prohibit, so users and potential users know what they can do on the service 
and what they will be exposed to. Congress should therefore adopt transparency provisions requiring 
platforms to make public: 

• what content the platforms will take down and leave up; 
• how users can file complaints about deviations from those policies; 
• how people can appeal the platforms’ decisions to leave up or take down content under those 

policies; and 
• information regarding the amount and types of harmful behavior occurring on their services, as 

well as about the number and types of complaints, takedowns, denial of takedown requests, 
appeals, and appeal results. 

A platform that fails to abide by its own terms of service or the transparency requirements in a particular 
circumstance would lose the Section 230 shield in that circumstance, and also potentially face liability for 
breach of contract or an unfair and deceptive trade practice. 

Importantly, the information regarding harmful behavior, complaints, takedowns, denial of takedown 
requests, and appeals should be made available—subject to certain privacy protections—in a manner that 
governmental and non-governmental organizations can access and analyze. That would enable those 
organizations to apply their particular expertise to track certain trends and to help the platforms, law 
enforcement, and Congress address concerns over time. 
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The Internet Is Part of the Real World. The mere fact that activity occurs online does not change the fact 
that it can cause real-world harm. All businesses, whether “virtual” or “brick and mortar,” should have an 
obligation to act responsibly—and be held accountable when they don’t. Because of section 230, online 
platforms escape that obligation. We look forward to working with you to preserve the benefits of Section 
230 while fixing the flaws that are causing widespread harm. 

Sincerely, 

 
Gretchen Peters 
Executive Director, Alliance to Counter Crime Online 

 

On behalf of: 

Advocating for You 

Alexander Neville Foundation 

Athar Project  

Center on Illicit Networks & Transnational Organized Crime 

Counter Extremism Project 

Humane Society Legislative Fund 

Lady Freethinker 

Liberty Shared  

OceansAsia   

World Parrot Trust  

Victims of Illicit Drugs (VOID)  

   

 

 



(c) Protection for “Good Samaritan” blocking and screening of offensive
material

(1) Treatment of publisher or speaker
No provider or user of an interactive computer service shall be treated as the 
publisher or speaker of any information provided by another information 
content provider, so long as that information was not provided in connection 
with an unlawful act that the provider or user of the interactive computer 
service failed to take reasonable steps to prevent.

(2) Civil liability. Except for liability assessed when a provider or user of an 
interactive computer service has failed to take reasonable steps to prevent 
an unlawful act, no provider or user of an interactive computer service shall 
be held liable on account of—

(A) any action voluntarily taken in good faith to restrict access to or 
availability of material that the provider or user considers to be 
obscene, lewd, lascivious, filthy, excessively violent, harassing, or 
otherwise objectionable, whether or not such material is 
constitutionally protected; or

(B) any action taken to enable or make available to information 
content providers or others the technical means to restrict access to 
material described in subparagraph (1A).


