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Advocates of net neutrality stress the fact that the Internet’s 
free and open character stimulates innovation. This is un-
deniably true, of course: The fact that practically anyone 

with an idea can write an Internet program, test it, and deploy it on a 
standard, world-wide platform at minimal expense is an essential part 
of the Internet’s appeal and the major generator of novel, useful and 
entertaining applications. 

Some neutralists argue that the Inter-
net’s open character is the consequence 
of a single design decision made more 
than 35 years ago involving the end-to-
end principle, which in their view for-
bids network operators from actively 
managing network traffic, even to im-
prove the consumer experience. What 
this report shows, however, is that while 
end-to-end arguments reflect important 
aspects of the Internet’s organization, 
the belief that the Internet is built on 
negative principles—prohibitions on 
taking action—is a serious misunder-
standing of how the Internet was de-
signed and how it works.

The Internet’s capacity to stimulate in-
novative new applications flows from its 
ability to meet the needs of applications 
previously unimagined, not from delib-
erate impairment of the network core. 
No single-service network is neutral, as 
any given network service has greater 
utility for some types of applications 
than others.  Tim Wu, the man who 

The principle of constant 

change is perhaps the 

only principle of the     

Internet that should  

survive indefinitely.             

—RFC 1958

Executive Summary

coined the term “network neutrality,” 
concedes this point: 1

Proponents of open access have 
generally overlooked the fact that, 
to the extent an open access rule 
inhibits vertical relationships, it can 
help maintain the Internet’s greatest 
deviation from network neutrality. 
That deviation is favoritism of data 
applications, as a class, over latency-
sensitive applications involving voice 
or video. 

As new generations of application de-
signers imagine novel ways to employ 
networks, traditional paradigms of net-
work usage can present obstacles—dis-
crimination by design—that can only 
be overcome by improvements to the 
network in the form of service model 
modifications appropriate to new re-
quirements. The Internet was designed 
for change: The real power of the end-
to-end architecture lies in its ability 
to stimulate  innovation by providing 
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service model enhancements that in turn enable new 
types of applications at the network edge.  Modern 
networks are no longer constrained to provide one and 
only one delivery service; they’re now capable of pro-
viding multiple services, each tailored to a broad class 
of applications, and allowing application developers to 
choose the one that best meets their needs.

The Internet’s flexibility comes from the decision to 
use a novel method of information transfer called the 
“datagram” instead of a traditional telecom control sys-
tem.  Datagram networks such as the Internet export 
a significant portion of the network’s control logic to 
end-user systems located on the network edge, where 
it’s easy to experiment with policies and protocols sim-
ply by writing new software; they are therefore termed 
“end-to-end” networks. End-to-end arguments de-
scribe the structure of datagram networks and provide 
a blueprint for their continual improvement.

Since the dawn of the datagram era, experimentation 
has identified communication functions that provide 
greatest utility as core network services.  The Inter-
net is an adaptable system because its experimental 
character provides it with a built-in learning function 
that enables engineers to make network and proto-
col design decisions empirically. It’s fair to say that its 
design is dictated more by a commitment to contin-
ual improvement than by obedience to hard and fast 
rules: It was meant to be a system in which experi-
ments would have the consequence of improving the 
network. This method of designing networks was pio-
neered by CYCLADES, the datagram network created 
by Louis Pouzin in France in the early 1970s, and was 
subsequently adopted by the Internet and several other 
networks. The experimental approach to network de-
sign and operation is challenged by the modern-day 
network neutrality framework, which relies more on a 
rigid system of rules to make decisions about the place-
ment of network functions than on experience and 
empirical evidence. 

In Pouzin’s formulation, network engineering was a 
process consisting of design and deployment followed 
by either standardization or redesign. He structured 
the CYCLADES network the way he did—with data-
grams at the network layer and virtual circuits in the 
endpoints—on the belief that this division of labor 
would allow the greatest degree of freedom to develop 
network protocols and services, not just applications.

The commercial Internet has developed as a loose fed-
eration of separately owned and operated networks that 
have agreed to interconnect at a few hundred peering 
points around the world on terms mutually agreed by 
each pair of networks. Internet applications running 
on end systems rely on this infrastructure to commu-
nicate with each other.  As the underlying technology 
improves, interconnection agreements occasionally 
change as well; when such changes increase overall net-
work capability, users and application providers stand 
to benefit.  Steady improvement, punctuated by brief 
periods of radical disruption, is the normal state of af-
fairs in evolving technical systems and should not be 
feared.  It is likely that the only principle of the Internet 
that should survive indefinitely is the principle of con-
stant change.2  

To understand the current debate over Internet regu-
lation, it’s necessary to appreciate that the end-to-end 
arguments of network engineering differ significantly 
from network neutrality advocates’ idiosyncratic end-
to-end principle, a demand for a low-function, “stupid” 
network.  A review of the Internet’s history can help us 
understand the difference. 

The design of the Internet, as is frequently the case in 
network engineering, was a critique of a predecessor 
network—in this case, ARPANET, a packet-switching 
network developed by BBN, a contractor to the Ad-
vanced Research Projects Agency (ARPA) of the U.S. 
Department of Defense in the late 1960s. ARPANET 
was a highly functional system that proved the viability 
of packet-switching, but it wasn’t friendly to research 
on network protocols. The Internet, designed in the 
mid-70s, aimed to overcome ARPANET’s barriers to 
research; it was meant to serve as a testbed for research 
on network protocols, network applications, and dis-
tributed systems generally. 

Academics in the network engineering field developed 
end-to-end arguments in order to communicate the In-
ternet’s design principles to the larger world nearly 10 
years after the basic design of the Internet protocols 
was developed.3 Early end-to-end arguments pertained 
to the optimal placement of functions in distributed 
systems for scalability, simplicity, and performance, 
with an eye toward an innovation cycle.  End-to-end 
arguments represent a kind of “rebuttable presump-
tion” that new network services should be provided in 
end systems unless a compelling reason can be found 
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for implementing them in the network infrastructure. 
The nature of the exceptions to end system place-
ment, the grounds for rebuttal, has changed signifi-
cantly over the years, as has the Internet itself.

The early Internet was a walled garden, accessible only 
by universities and other research establishments—an 
open network for a closed community.  Early end-
to-end arguments, therefore, did not emphasize the 
issues of trust and network stability that arise on 
general-use networks in which network access is not 
restricted to a close-knit community of skilled users 
and network operations are not constantly monitored 
by highly qualified administrators at every site.  The 
current Internet has to police itself, so it’s inevitable 
that it should operate differently than its coddled an-
cestor. Not only does today’s Internet serve a more di-
verse user community, it has to support a much more 
diverse group of applications. The conflict between 
the old and the new is the basis of the net neutrality 
debate. 

Over the years, the network engineering community 
has debated and refined its end-to-end arguments to 
keep them relevant to the changing context of the 
Internet’s social and technical dynamics. Efforts to 
redefine and clarify the rationale for the end-to-end 
arguments have become a mainstay of the ongoing 
discussion of Internet architecture within the Internet 
Engineering Task Force (IETF)—the international 
community of network designers, operators, vendors, 
and researchers that is responsible for creating Inter-
net standards. The rationale for end-to-end provides 
guidance about which exceptions are acceptable. As 
the discussion that follows suggests, these arguments 
are not only very difficult for the lay audience to fol-
low, they’re extremely vulnerable to misapplication.

Between the development of end-to-end arguments 
in network engineering and their discovery by the 
network policy community, a seismic shift took place 
around the Internet. The system that had been de-
signed to support a well-mannered community of aca-
demics was opened to commercial use and all the at-
tendant consequences. The public Internet unleashed 
an unparalleled wave of creativity and innovation, in-
cluding commerce, the World Wide Web, Voice over 
Internet Protocol (VoIP) and video conferencing, 
audio and video streaming, Napster and BitTorrent, 

online news and news archives, blogs and personal 
web sites, centers for organizing social and political 
groups, and social networks. At the same time, the 
public Internet also gave rise to malicious and crimi-
nal uses, such as worms, viruses, botnets, theft, spam, 
and online scams. Internet service providers (ISPs), 
telecom and cable providers, and Internet Protocol 
(IP) network providers invested hundreds of billions 
of dollars to make the public Internet faster, cheaper, 
more reliable, and more pervasive, ranging all the way 
from undersea optical cables and residential broad-
band networks to sophisticated systems to identify 
and mitigate attacks by automated means.

Internet policy arose as an academic exercise in the 
late 1990s, long after the research Internet that formed 
the original context for the end-to-end arguments had 
given way to a Wild West show. Policy analysts studied 
the academic literature on Internet design and strug-
gled to connect theory with current practice. Lawrence 
Lessig, the author of Code and Other Laws of Cyberspace,4 
for example, began his study of the Internet in the late 
1990s—a milieu very different from the one that had 
produced the paper Lessig regarded as the seminal 
statement of Internet architecture, “End-to-End Ar-
guments in System Design,” in 1981.5  The transition 
of the Internet from the highly restricted academic 
environment to the open, commercial setting was also 
unsettling to academic users who had come to regard 
the absence of commercial transactions as an essential 
feature of their ‘Net.’6

As a consequence of the Internet’s commercialization, 
major technical changes took place in the Internet 
ecosystem—the advent of the Border Gateway Pro-
tocol (BGP) and the rise of residential broadband. 
BGP made it possible for networks that didn’t trust 
each other to exchange routing information but at 
the expense of Quality of Service (QoS) information. 
Residential broadband systems deployed technologies 
originally developed for Video-on-Demand to bring 
about data transfer speeds 30 to 100 times faster than 
dial-up modem speeds. The demand for broadband 
was caused by acceptance of the Web once graphical 
browsers were made available for standard operating 
systems.7 A new generation of Internet routers, the 
Cisco 7500 series, had to deal with these new realities 
as well. The Internet population exploded faster in the 
late 1990s than it ever had before.
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Lessig and those he has influenced are extremely pes-
simistic about the commercialization-related changes 
to the Internet, which they see as curtailing freedom 
and erecting barriers to innovation. One leading aco-
lyte, Free Press, has regularly declared, for the last five 
years, that the end was near for the Internet’s salubri-
ous effects on democracy and technology:8

We can’t allow the information superhighway to 
become the phone and cable companies’ private 
toll road. If they get their way, the Internet as 
we know it—as a democratic platform for free 
speech and innovation—will cease to exist.

From political blogs to online newspapers to social net-
works and online repositories of real-time legislative 
information, there’s no doubt that Internet-enabled 
systems have insinuated themselves into every aspect 
of politics and government, for good and for ill. 

Unfortunately, however, network neutrality advocates 
err when they suppose that the power of the Inter-
net to extend political participation depends on the 
relatively narrow elements of system design bracketed 
within the scope of the end-to-end arguments. Net-
work neutrality advocates have apparently reached 
deep inside the Internet’s technical structure less to 
understand it than to find the authority to regulate it. 
Compounding the error, they did so at a time when 
the structure of the network was radically chang-
ing to meet new demands. They’ve also failed to  
stay up-to-date with the engineering community’s 
ongoing discussions about Internet architecture, and 
have consistently asked regulators to require network 
operators to employ engineering solutions within the 
Internet that are more appropriate to the traditional, 
single-function telephone network, such as over-pro-
visioning. The legitimate concerns of network neutral-
ity take place at the network edge, where the network 
interacts with the user; what goes on inside the net-
work is largely beside the point, and has typically been 
misstated by network neutrality advocates in any case. 
The Internet is not a “level playing field” in which each 
packet gets equal treatment; the design of the Inter-
net, the facilities that users purchase, and the location 
of servers all cause varying degrees of inequality. The 
Internet also discriminates by design for and against 
various uses; structural discrimination can only be 
mitigated by active management within the network.

It’s more productive to make a diligent effort to under-
stand the Internet’s dynamics, its structure, the chal-
lenges it faces, and the tradeoffs that circumscribe the 
work of network engineers before trying to constrain 
the Internet’s ever-changing nature. If we do this, we 
can avoid creating a program of regulation that’s more 
likely to retard genuine innovation than to nurture it.

Saying this, however, is not saying that engineers are 
in happy agreement with each other about how to de-
sign large-scale networks. They certainly are not, and 
they often disagree with each other quite passionately 
in a vast number of worldwide forums for academic 
and standards discourse. Saying this is also not say-
ing that issues of Internet regulation all come from 
the failure to understand network engineering. Many 
regulatory debates concern issues that engineers are ill 
equipped to resolve, such as the balance of public and 
private participation in infrastructure development, 
conflicting rights of use, access, and ownership, and 
constraints on human behavior that are largely inde-
pendent of the means by which they take place: you 
don’t need an engineer to tell you that an electronically 
delivered murder threat is a bad thing.

Applied blindly, end-to-end can become a dogma that 
limits network efficiency, increases costs, and con-
strains opportunities to innovate. The more informa-
tion a network component has about the overall state 
of the network, the sooner it can react to changing 
conditions and the more effectively it can heal network 
failures. In some instances, the insistence on endpoint-
heavy infrastructure and limited commercial relation-
ships between users and network providers limits the 
horizon for new applications. This is especially true 
to the extent that new applications use the Internet 
in non-traditional ways. Applications that require ex-
tremely low latency and applications that transfer ex-
tremely large amounts of data are both penalized by 
network neutrality advocates’ insistence that their end-
to-end principle mandates a single delivery service for 
all packets, for example.9 

Interconnected networks are powerful systems, but 
they can only achieve their full potential when rules of 
interconnection don’t force loss of capability as a mat-
ter of technical or regulatory fact. It’s likely, though far 
from inevitable, that the specialized networks custom-
built for television and telephony will merge with the 
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Internet on a common, converged IP infrastructure. 
Convergence can happen only to the extent that the 
common infrastructure is capable of meeting the spe-
cific requirements of telephony and television for ser-
vice and cost.

The Internet of the Future will embed a great deal more 
traffic engineering capability into the infrastructure 
than the research Internet did. This development need 
not be cause for alarm as long as access to new capabil-
ities inside the network is reasonable, pro-competitive, 
and conducive to innovation in the application space. 

As the evolution continues, we will come to understand 
that the ultimate value of end-to-end arguments is the 
caution they provide against migrating functions from 
network endpoints to the network middle without em-
pirical justification. We should understand end-to-end 
arguments as laying out a design and implementation 
process, not a wholesale ban on network-based accel-
eration. This understanding of the end-to-end argu-
ments brings them in line with the current state of the 
Internet—and is actually consistent with the original 
formulations of the datagram architecture that’s found 
its fullest expression in the Internet.
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End-to-end arguments play an enormous role in the engineer-
ing literature on Internet architecture, and references to an 
end-to-end principle were very common in the formative 

works in the emerging academic discipline around Internet policy 
known as Cyberlaw. In many instances, we find the assertion that end-
to-end notions explain the Internet’s essential nature, and in the case 
of Cyberlaw, a further claim that a regulatory framework is actually 
embedded in the Internet’s structure.10

In reality, the end-to-end arguments of 
network engineers and the end-to-end 
principle of Internet policy advocates 
have significantly different implications. 
Advocates of network openness rou-
tinely confuse the end-to-end principle 
with the ability to support diverse net-
work applications, while engineers see 
end-to-end arguments as advice about 
function placement in a modular sys-
tem.11 Whether mentioned explicitly or 
not, assumptions about the meaning 
of end-to-end shape the net neutral-
ity argument. A close examination of 
the Internet’s history and architecture 
shows that the end-to-end principle of 
the policy advocates is often reductive, 
incomplete, or even harmful. 

In engineering, end-to-end arguments 
are part of an overall implementa-
tion strategy for distributed systems 
and network protocols as well as an 
abstract principle of network architec-
ture. The designers of the early research 

As the Internet has 

moved from the research 

setting into the          

general-use community 

and computer and    

communications       

technolog y has continued 

to improve, its       

shortcomings have      

become apparent. 

Designed to Change: 
End-to-End Arguments, Internet 
Innovation, and the Net Neutrality Debate

networks—CYCLADES, the Internet, 
Digital Equipment Corporation’s DEC-
Net, and the Xerox Network System 
(XNS)—chose to implement virtual 
circuit transport protocols in end sys-
tems and datagrams in the network for 
reasons related to their network proto-
col research programs and the limita-
tions of the computer systems of their 
era, the 1970s. These early research net-
works were used by people with extraor-
dinary technical skills and administered 
by specialists, so they weren’t troubled 
by the security and management prob-
lems inherent in purely end-to-end net-
works. 

As the Internet has moved from the re-
search setting into the general-use com-
munity and computer and communica-
tions technology has continued to im-
prove, however, its shortcomings have 
become apparent. The contemporary 
Internet doesn’t respond linearly to in-
creased demand or deployment of band-



The informaTion Technology & innovaTion foundaTion  |   sepTember 2009     page 7

width; is highly vulnerable to attack, abuse, and misuse; 
demands too much time and skill to administer; is not 
scalable; and is effectively impossible to upgrade with-
out exceptional effort. For reasons very loosely related 
to the end-to-end strategy, the contemporary Internet 
also fails to support the increasingly diverse mix of 
applications very well, and therefore fails to serve the 
needs of innovators as well as alternative architectures 
and implementations might.

Network neutrality advocates have unwittingly at-
tempted to shackle network engineers and operators 
to a network implementation strategy that is incom-
plete at best, essentially seeking to commit a mistaken 
analysis of the network’s structure to law. Rather than 
going down this unproductive road, regulators should 
actively encourage network engineers and operators to 
experiment with new models, services, and technolo-
gies to better meet social needs and expectations in 
the present and the future. A proper regulatory frame-
work for the Internet has to take at least one step back 
from the features bracketed by end-to-end: rather than 
specifying network implementation, it would empha-
size business practices. It would speak to disclosure, 
services, and economic analysis rather than demand a 
blind obedience to a narrow technology model. The 
correct framework would also be substantially technol-
ogy-independent, applying equally well to both wire-
less and wireline networks. End-to-end should be seen 
as a license to innovate, not as a straightjacket.

end-to-end In network engIneerIng
In order to appreciate the role of end-to-end in the In-
ternet, it is useful to see when and why this notion was 
introduced into packet data networking. Two signifi-
cant packet networks preceded the TCP/IP Internet:  
ARPANET and CYCLADES. The designers of the 
Internet borrowed heavily from these systems, espe-
cially CYCLADES, so it’s instructive to understand 
how they worked and what lessons the Internet learned 
from them. 

ARPANET was the first open-access packet network 
built for the research community, but if didn’t employ 
an end-to-end architecture. CYCLADES, designed by 
Louis Pouzin, pioneered the use of the datagram, func-
tional layering, and the end-to-end strategy adopted by 
many subsequent packet networks, including the Inter-

net. In Pouzin’s formulation, network engineering was 
a process of ongoing experimentation consisting of de-
sign and deployment followed by either standardization 
or redesign. In designing CYCLADES, Pouzin created 
a sandbox for experimentation on network protocols.

arpanet
ARPANET was developed by ARPA contractor BBN 
in the late 1960s. It was comprised of a series of varia-
tions on a host-to-host protocol called “Network Con-
trol Program” (NCP) and a packet-switched subnet. 
This system was not end-to-end as we understand 
the term today. ARPANET consisted of specialized 
packet-switching nodes, called Interface Message Pro-
cessors (IMPs) that performed network functions for 
application programs running in attached computers.  
The IMP was a general purpose Computer Control 
Company12 DDP-516 minicomputer with 64K bytes 
of memory,13 optimized I/O capability, and a custom-
ized interface attaching to a host computer in much the 
same way that disk drives of the era attached to their 
hosts. 

ARPANET—the first open-access packet network built for the 

research community—did not employ an end-to-end network 

control strateg y.

The ARPANET platform was excellent for experimen-
tation with applications, as it off-loaded the entire net-
working burden to a separate system. It was also an 
“open-access” system in the sense that applications of 
various types could be implemented and tested on the 
ARPANET without destabilizing the network, but it 
wasn’t an end-to-end system as network protocols were 
confined to the IMP and outside the control of users, 
even skilled ones. The design of ARPANET was suit-
able for application development, but it was frustrating 
for researchers who wished to experiment with network 
protocols, and for good reason: ARPANET was built 
to allow time-shared access to expensive computers 
and to prove the viability of packet-switching, not to 
stimulate network research on the finer points of net-
work design. ARPANET planner and system architect 
Larry Roberts explained his design rationale before the 
system was built:14
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One way to make the implementation of a net-
work between a set of time-shared computers 
more straightforward and unified is to build a 
message switching network with digital inter-
faces at each node. This would imply that a small 
computer, in interface message processor (IMP), 
would be located with each main computer to 
handle a communications interface. It would per-
form the functions of dial up, error checking, re-
transmission, routing, and verification. Thus the 
set of IMPs, plus the telephone lines and data sets 
would constitute a message switching network.

The major advantage of this plan is that a uni-
fied, straightforward design of the network can 
be made and implemented without undue con-
sideration of the main computer’s buffer space, 
interrupt speed and other machine requirements. 
The interface to each computer would be a much 
simpler digital connection with an additional flex-
ibility provided by programming the IMP.  The 
network section of the IMP’s program would be 
completely standardized and provide guaranteed 
buffer space and uniform characteristics, thus 
the entire planning job is substantially simplified. 
The data sets and transmission lines utilized be-
tween the IMPs would most likely be standard-
ized upon, but as changes occurred in the com-
munication tariffs or data rates, it would be more 
straightforward just to modify the program for 

Figure 1: arpanet architecture

the IMPs rather than twenty different computers. 
As soon as the need became apparent, additional 
small computers could be located at strategic in-
terconnection points within the network to con-
centrate messages over cross-country lines. Final-
ly, the modifications required to currently operat-
ing systems would be substantially less utilizing 
these small computers since there would be no 
requirement to find buffer space, hold messages 
for retransmission, verify reception of messages 
and dial up phone lines.

While ARPANET’s design was elegant, research us-
ers were stymied as well as assisted by the IMP. Like 
TCP, NCP was a virtual circuit protocol that made 
connections between processes and controlled the rate 
at which packets were passed from Host to Host, but it 
didn’t really control the network.  Unlike TCP, which 
employs a windowing technique inherited from CY-
CLADES, NCP employed a “stop-and-wait protocol” 
that permitted one “message” per virtual circuit at a 
time. This design eliminated congestion concerns, but 
made bulk file transfers very slow owing to the high 
delays associated with packets moving through several 
hops from source to destination. These delays were ac-
ceptable since ARPANET was mainly used for time-
sharing.

There was a certain degree of friction between AR-
PANET users and the contract engineering firm that 
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built the IMP, BBN.15 The IMP was essentially a black 
box from the standpoint of end users, whose host sys-
tems simply connected through a specialized I/O in-
terface that had to be custom-built for each type of 
host. BBN even discouraged host programmers from 
checking data packets for integrity as they passed be-
tween IMP and host—a point that was disputed in the 
very first Request for Comments (RFC) published in 
April 1969.16 

This black-box system had limited utility for network 
research. Users were free to develop application pro-
grams and to experiment with NCP, but they were 
constrained with respect to the networking functions 
performed by the IMP. They had no control over the 
methods used inside the network to route, fragment, 
de-fragment, serialize, prioritize, manage congestion, 
or control rates of data flow. ARPANET proved the 
feasibility of packet-switching for interactive appli-
cations, but the specifics of managing diverse traffic 
streams with varying duty cycles under different net-
work load scenarios remained opaque; in fact, they re-
main significant network engineering research topics 
to this day. 

Enclosing network protocols in the IMP also prevent-
ed university researchers from developing and measur-
ing alternatives to the BBN implementation; ARPA-
NET underscored the need for a networking research 
system.

CYCLadeS
The first end-to-end research network was CYCLA-
DES, designed by Louis Pouzin at IRIA in France 
with the support of BBN’s Dave Walden and Alex 
McKenzie and deployed beginning in 1972.17 CYCLA-
DES employed a connectionless, unreliable datagram 
service at the network layer, adding reliability in the 
path between one end system and the other through a 
virtual circuit transport protocol implemented in host 
computers, as TCP would. CYCLADES thus made a 
clean separation of the datagram routing system from 
the virtual circuit mechanism, presaging the division 
of IP from TCP.  CYCLADES pioneered the data-
gram, functional layering, and the end-to-end strategy 
adopted by subsequent packet networks, including the 
Internet, the Xerox Network System (XNS), Digital 
Equipment Corporation’s DECNet,18 and the Open 
Systems Interconnection (OSI) system defined by the 
International Organization for Standardization (ISO). 

Flexibility

CYCLADES was a much more flexible system 
than ARPANET, as befits a research network. The                 
CIGALE packet switch performed only the most el-
ementary task, and left the rest to software running 
on the general purpose host systems. It gave host pro-
grammers a free hand to build network protocols as 
they saw fit. This was a very deliberate choice:19

Figure 2: CYCLadeS architecture
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…the design effort bears on a carefully layered 
architecture, providing for an extensible struc-
ture of protocols and network services, tailored 
to various classes of traffic and applications.

This concern for built-in evolutionism translates 
itself in putting as few features as possible at lev-
els buried in the sensitive parts of the network.

The CYCLADES system was also much more eco-
nomical than ARPANET, as the CIGALE packet 
switch was less expensive to build than the more heav-
ily burdened IMP.

Simplicity

Another reason to employ the end-to-end strategy in 
CYCLADES was to achieve implementation simplicity. 
CYCLADES was a network built almost entirely out of 
general-purpose computers rather than the specialized 
switching equipment used by the telephone network. 
These computers were extremely limited with respect 
to processor speed and memory (the Blackberry 9000 
has more than 2,000 times the processor speed and 
memory of the CII 10-070 computer initially used as 
a CYCLADES host computer),20 and it was therefore 
essential for the system to be engineered in such a way 
as to avoid duplication of functions. Consequently, the 
primary design principle in early internetworking pro-
tocols was simplicity rather than separation of func-
tions, smartness at the ends, or any other single thing. 
(The desire for simplicity in the Internet is reflected in 
the naming of protocols such as “Simple Mail Transfer 
Protocol” and “Simple Network Management Proto-
col.”)
 
CYCLADES implemented its endpoint Transfer Sta-
tion (TS) protocol in general-purpose host computers, 
but its packet switching protocol (CIGALE) was im-
plemented in Mitra-15 minicomputers with only 32K 
bytes of memory,21 half the memory of the ARPANET 
IMP. The IMP dealt with virtual circuit creation and 
maintenance, congestion management, routing, er-
ror checking, retransmission, and serialization, but 
CIGALE simply had to route packets, and it had just 
enough compute power to do so. 

In this era, simplicity was achieved by avoiding dupli-
cation; it was believed that basic functions, such as er-
ror correction, could be done once and only once if 
they were located at the proper point in the network 

system. In the case of ARPANET, this function was 
performed by the IMP, although this choice was a con-
troversial decision. In TCP as in CYCLADES, error 
correction was performed in host software. In the ab-
sence of a simplicity mandate, better performance can 
be obtained by doing it in both places; when TCP runs 
over Wi-Fi, this is exactly what happens, for example. 
But if the system has only enough power to do error 
correction once, it had better be done as close to the 
edge as possible:  The larger the scope of the function, 
the greater the number of errors the system can detect 
and correct.

The use of end-to-end protocols in CYCLADES and TCP 

was dictated by the engineering problems designers set out to 

solve. 

Multiple gates

The structure of the CYCLADES implementation was 
also motivated by the desire to experiment with net-
work protocols, especially a mode in which end sys-
tems were multiply-connected through a number of 
dissimilar networks:22

CYCLADES uses a packet-switching sub-net-
work, which is a transparent message carrier, 
completely independent of host-host conven-
tions. While in many ways similar to ARPA-
NET, it presents some distinctive differences 
in address and message handling, intended 
to facilitate interconnection with other net-
works. In particular, addresses can have vari-
able formats, and messages are not delivered 
in sequence, so that they can flow out of the 
network through several gates toward an out-
side target.

Given these goals, it was essential to provide for the 
serialization (temporal ordering) of packet streams 
above the layer at which the networks interconnected. 
Of particular importance was the desire of CYCLA-
DES’ designers to split traffic between two endpoints 
among “several gates,” foreshadowing the operation of 
today’s peer-to-peer network overlays. The use of mul-
tiple, concurrent paths between networks by a single 
application more than anything dictated an end-to-end 
architecture.23
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the Influence of CYCLadeS on Subsequent 
networks
CYCLADES was the first system designed for inter-
connecting networks—that is, internetworking. The 
architecture of CYCLADES was adopted by the de-
signers of the Internet protocols:24

In June 1973, Cerf, Kahn, and Metcalfe started to 
work on the design of a host-to-host protocol for 
internetworking. They called it the Transfer Con-
trol Protocol (TCP), and they were helped by a 
fourth person: Gérard Le Lann, who had worked 
with Louis Pouzin on Cyclades and was taking a 
sabbatical at Stanford. Le Lann’s experience with 
Cyclades proved decisive. “Gérard came to Stan-
ford for a sabbatical during the period of criti-
cal design of the TCP protocol,” says Cerf, go-
ing on to recall that “some of Pouzin’s datagram 
ideas and sliding window ideas ended up in TCP.”  
“Datagrams” extended the notion of the packet. 
Instead of leaving the underlying network, IMPs 
in the case of the ARPANET, to arrange packets 
into a sequential stream like carriages on a train, 
each datagram could be delivered independently, 
with the host-to-host protocol being responsible 
for assembling them when they arrived.

BBN’s Walden also contributed design ideas to the 
Internet designers. Walden’s, Pouzin’s and Le Lann’s 
contributions are credited, somewhat sparingly, in the 
first specification of TCP, RFC 675,25 and in the initial 
paper on TCP by Cerf and Kahn.26

The use of end-to-end protocols in CYCLADES and 
TCP wasn’t an arbitrary choice; it was dictated by the 
engineering problem the designers set out to solve. 
The earlier ARPANET didn’t need to adopt this ap-
proach in part because it was a single, unified network 
rather than a rambling mesh of different networks in-
terconnected at multiple “gates”27 and also because it 
wasn’t intended to be a platform for packet-switching 
research. Commenting on the architecture of CYCLA-
DES (and by implication, that of the Internet proto-
cols), ARPANET planner Larry Roberts declared the 
design interesting for experimenters but unsuitable for 
public networks:28 

Since a major part of the organization and control 
of the network is embedded in the CYCLADES 
computers, the subnetwork, CIGALE, is not suf-
ficient by itself. In fact, Pouzin himself speaks of 
the network as “including” portions of the host 
computers. The packet assembly and disassembly, 
sequence numbering, flow control, and virtual 
connection processing are all done by the host. 
The CYCLADES structure provides a good tes-
tbed for trying out various protocols, as was its 
intent; but it requires a more cooperative and co-
ordinated set of hosts than is likely to exist in a 
public environment.

The allocation of functions in TCP/IP and CYCLA-
DES is more de-centralized than that of ARPANET, 
in part because the state of the art in processing pow-
er and memory was more advanced than it had been 

Figure 3: Internet architecture
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when ARPANET was designed; network engineers 
were also better informed and more eager to try out 
their ideas on a suitable testbed.

the Connectionless vs. Connection-oriented 
debate
The CYCLADES style of network architecture is char-
acterized by the “connectionless” nature of its network 
layer protocol: datagrams are offered to the network 
at any arbitrary time; the network can route them in 
any arbitrary fashion; they’re assembled in proper se-
quence by the receiving host, not by the network. In 
other words, an end system doesn’t have to do any net-
work setup before sending a datagram to another end 
system; it simply sends it, relying on the network to 
deliver it (or not; it has to be prepared for either out-
come.) This isn’t the only way to design a network layer 
protocol, however.

In 1976, the International Telegraph and Telephone 
Consultative Committee (CCITT, now ITU-T) stan-
dardized a “connection-oriented” network interface 
called the X.25 protocol. In connection-oriented net-
works, the network itself provides the functions of 
serialization, error correction, and flow control that 
are performed by end systems in the connectionless 
model. 

From the standpoint of production applications, there’s 
not much difference between the connectionless and 
connection-oriented models. In both cases, virtual cir-
cuits are created and managed by some lower level sys-
tem function using its own means. While these strate-
gies don’t matter a great deal to application developers, 
they’re enormously important to network protocol de-
signers, who are cut out of the loop by connection-
oriented network layers.

The general public probably perceives engineers to 
be highly rational people, more likely to be motivated 
by facts and logic than by emotion. This view is typi-
cally true, but engineers have been known to engage 
in “holy wars” over apparently small matters of sys-
tem design (as well as literal holy wars in some cases)29 
This tendency was apparent in the “protocol wars” of 
the 1980s, when engineers argued about how best to 
design local area networks (LANs), network architec-
tures, and network protocols. 

In many of these battles, the core issues were very sim-
ilar. In the battle between Ethernet and the IBM To-
ken Ring to become the dominant LAN standard, for 
example, network engineers hotly debated the value 
of packet management and prioritization at the Media 
Access Control sub-layer of the ISO data link layer, 
a parallel to the connectionless/connection-oriented 
debate at the network layer. The common understand-
ing that Ethernet won this debate is not correct: the 
system called “Ethernet” that we use today has almost 
nothing in common with the Ethernet of the early 
1980s. Traditional Ethernet was a fat, shared coaxial 
cable with no intelligence, but the Ethernet we use to-
day is an intelligent switch to which computers con-
nect by unshared copper or fiber optic cable. Modern 
Ethernet matches systems running at different speeds 
and performs Virtual LAN (VLAN) management 
functions and QoS management, even at the highest 
speeds (100 Gb/s). It is therefore more accurate to see 
it as a synthesis of the Token Ring and traditional Eth-
ernet approaches. When the first standard for Ethernet 
over twisted pair was devised, synthesis indeed was a 
common goal.30

The battle over connectionless and connection-orient-
ed network protocols was carried into the Open Sys-
tems Interconnection (OSI) design activity, and never 
successfully resolved. The impasse between these two 
approaches—and the lack of constructive American 
government support—proved fatal to OSI.

Moving From practice to theory
In 1981, a trio of operating systems researchers fresh 
off the Multics project at Massachusetts Institute of 
Technology (MIT)31—Jerome Saltzer, David Reed, 
and David Clark—fired a salvo in the connectionless/
connection-oriented debate with a paper that sought to 
justify the connectionless design on a theoretical basis, 
“End-to-End Arguments in System Design” (End-to-
End Arguments). 32 Notwithstanding the fact that their 
paper was delivered in Paris, the authors did not seem 
to have been aware of the French origins of end-to-end 
architecture: their references don’t include Pouzin or 
his interpreters at Stanford, Xerox, or Digital. 

Their argument justifies the end-to-end model on two 
different bases. The first argument offers end-to-end as 
the “Occam’s razor” of network engineering, propos-
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ing that most network functions should be provided 
only once. The second argument, the philosophical ba-
sis of the subsequent debate, asserts that high-level im-
plementation strategies enable solutions that are more 
“complete and correct” than low-level ones. These are 
fighting words to the engineer:33

The function in question can completely and cor-
rectly be implemented only with the knowledge 
and help of the application standing at the end-
points of the communication system. Therefore, 
providing that questioned function as a feature of 
the communication system itself is not possible. 
(Sometimes an incomplete version of the func-
tion provided by the communication system may 
be useful as a performance enhancement.)

We call this line of reasoning against low-level 
function implementation the “end-to-end argu-
ment.”

This statement is meant to assert that connectionless 
networks intrinsically yield more “correct” distributed 
applications than connection-oriented networks such 
as NCP ARPANET and X.25. Error correction the 
TCP/IP way is done only once, in the end system (er-
ror detection is still done hop-to-hop, however). Given 
enough time, it corrects all correctable errors intro-
duced by the network or the host system’s network 
interface hardware. Error correction in connection-
oriented networks, on the other hand, is done hop-
by-hop, but not outside the host’s network interface. 
Connection-oriented networks are capable of detect-
ing and correcting errors faster than connectionless 
ones, but are less complete since they can’t correct er-
rors that creep into a stream after it has crossed the 
interface from the network to the host system. The 
TCP method was more complete, and therefore more 
“correct” than the connection-oriented method even 
though it was slower.34

The logic of End-to-End Arguments derives from Pouz-
in’s design, but its attempt to create grand theory is 
tautological. By hedging the “placement of functions 
problem” toward a class of problems that can be solved 
correctly in only one way it’s not so much a principle as 
a truism. In such cases, there is no real choice to be 
made and therefore no need for a guiding principle; 
defining classes of problems that can be solved only by 
applications as immune to network solutions merely 

states the obvious. But the implicit dismissal of speed 
considerations opens the door to network-based solu-
tions for “performance enhancement.” Pouzin made a 
similar concession in more coherent language:35

With experience gradually building up, and de-
pending on trends in international standards, 
more stable characteristics will eventually emerge. 
By putting them at some lower system level, it 
will be possible to obtain higher efficiency and 
reduce duplication, at the cost of freezing a few 
more parameters.

Pouzin was aware that he was building a research net-
work to facilitate experimentation in network architec-
tures, protocols, traffic management systems, and ser-
vices. He understood that his network would have the 
greatest utility for its intended use if it “froze” as few 
functions as possible in the network infrastructure. 

Pouzin anticipated a cycle of experimentation in which new   

functions would be tested in end-point devices and then migrated 

into network infrastructure to increase efficiency.  

Pouzin anticipated a cycle of experimentation in which 
functions would be tested in devices attached to the 
network and migrated into network infrastructure only 
when experimental data showed that efficiency could 
be enhanced by “lower system level” implementation. 
This network innovation cycle is evident in the history 
of the Internet as a public network. When the “lower 
system level” implementation part of this process is de-
nied, end-to-end degenerates into dogma.

The sensible application of the Occam’s razor proposed 
by the authors of End-to-End Arguments to network 
engineering would simply hold that a given function 
should be implemented once and only once in a net-
work; this formulation would still be fundamentally 
incorrect, however, as many functions are performed 
multiple times. Error correction, for example, is imple-
mented at least four times in modern wireless systems: 
at the level of coding, at the data link layer, in the TCP 
layer, and in the application space for P2P protocols 
such as BitTorrent. This is simply because of the fact 
that errors creep into a system for many different rea-
sons and have to be corrected on the time scale perti-
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nent to the type of error. The disregard for time when 
judging the correctness of implementations actually 
foreshadows much of the development of the Internet, 
however, and exposes a fundamental weakness in the 
initial attempts at post hoc network architecture.

End-to-End Arguments glosses over the issue of network 
efficiency. While packet-switching is more bandwidth-
efficient than circuit-switching for applications with 
low duty cycles (i.e., those that are frequently idle from 
the network’s point of view,) implementing real-time 
network functions as close to the application as possi-
ble carries a number of significant harmful side effects. 
An application endpoint is by its nature not as well 
aware of network conditions affecting its data stream 
as a management sensor inside the network, and is 
therefore unable to predict whether a given disruption 
is short- or long-lived. Application endpoints are also 
slower to react to network conditions than embedded 
network sensors. And the former are driven by differ-
ent economics: each application is driven by its desire 
to obtain as much bandwidth as it can get, while the 
network is more likely to seek the “greatest good for 
the greatest number.” Network traffic events are often 
ambiguous to the application endpoint. If an endpoint 
detects packet loss, it doesn’t know whether the cause 
was an error on a Wi-Fi link or congestion in a core 
router. The correct response to the one is entirely in-
correct in the case of the other. Work continues in net-
work engineering to address such problems with clever 
heuristics,36 but the real answer is better data-sharing, 
such as the queue depth information exchanged be-
tween end system and network by IEEE 802.11e.

What are we to do about problems that can only be 
solved correctly inside the network or those that can 
only be solved correctly by the cooperation of the net-
work with the end system? Congestion management is 
one such problem, and its correct resolution is essential 
to the correct operation of a large-scale Internet, as we 
shall see when we discuss congestion collapse.

 End-to-End Arguments was more a polemic on behalf of 
one side of the debate than a serious analytical offer-
ing. While it paid lip service to the features that con-
nections provide, it was clearly a heavy-handed attempt 
to justify a particular system architecture. It drew a line 
in the sand that exaggerated the conflict over network 
layer protocols, taking a step back from the cycle of 

“experiment in the sandbox, implement in the core” 
proposed by Pouzin. Nevertheless, it did succeed in 
starting a discussion in the network engineering com-
munity about why the Internet was designed the way it 
was, and erected a burden of proof that would have to 
be met by alternative architectures. The engineering 
community attacked these challenges enthusiastically, 
as we shall see.

Single points of Failure
If Saltzer, Reed, and Clark had waited for the wide-
scale deployment of TCP/IP before publishing End-to-
End Argument, they might have found cause to revise 
their thinking. Their thinking was biased, by their own 
admission, by a single incident of hardware failure:37

An interesting example of the pitfalls that one 
can encounter turned up recently at M.I.T.: One 
network system involving several local networks 
connected by gateways used a packet checksum 
on each hop from one gateway to the next, on 
the assumption that the primary threat to correct 
communication was corruption of bits during 
transmission. Application programmers, aware 
of this checksum, assumed that the network was 
providing reliable transmission, without realizing 
that the transmitted data was unprotected while 
stored in each gateway. One gateway computer de-
veloped a transient error in which while copying 
data from an input to an output buffer a byte pair 
was interchanged, with a frequency of about one 
such interchange in every million bytes passed. 
Over a period of time, many of the source files of 
an operating system were repeatedly transferred 
through the defective gateway. Some of these 
source files were corrupted by byte exchanges, 
and their owners were forced to the ultimate end-
to-end error check: manual comparison with and 
correction from old listings.

The MIT programmers should have read the pas-
sage on error checking in RFC 1.38  Few things are 
more painful to programmers than retyping source 
code files, so some blindness is understandable. But 
the larger problem with End-to-End Arguments is that 
it compares a fully mature production network that 
had been in operation for some 12 years (NCP AR-
PANET) with a new network system that had scarcely 
seen life outside the lab (TCP/IP).  Moreover, it relied 
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on a single hardware failure39 coupled with some lazi-
ness on the part of an application programmer to con-
demn its architecture. The declaration of such a grand 
and sweeping principle needs a much stronger founda-
tion than a single anecdote. 

The end-to-end strategy moved flow control—the part 
of a network system that matches the capabilities of 
sending and receiving systems to prevent overflow at 
the receiver—to the endpoints. It intended to leave 
congestion control inside the network through a sys-
tem of feedback messages taken from CYCLADES 
but adapted poorly. Testing under laboratory condi-
tions failed to expose any weakness in the feedback 
system, so deployments began in 1981 at such places as 
Ford Aerospace.  Ford discovered a problem with TCP 
hosts that was a near mirror image of MIT’s problem 
with a malfunctioning IMP:40

On one occasion in late 1983, a TCP bug in an 
ARPANET host caused the host to frantically 
generate retransmissions of the same datagram 
as fast as the ARPANET would accept them.  
The gateway that connected our net with the 
ARPANET was saturated and little useful traffic 
could get through, since the gateway had more 
bandwidth to the ARPANET than to our net. 
The gateway busily sent ICMP Source Quench 
messages but the malfunctioning host ignored 
them. This continued for several hours, until the 
malfunctioning host crashed. During this period, 
our network was effectively disconnected from 
the ARPANET…

Ideally the gateway should detect malfunction-
ing hosts and squelch them; such detection is 
difficult in a pure datagram system. Failure to 
respond to an ICMP Source Quench message, 
though, should be regarded as grounds for action 
by a gateway to disconnect a host. Detecting such 
failure is non-trivial but is a worthwhile area for 
further research.

The bad TCP module exhibited a behavior much like 
that of the modern bandwidth hog who uses more 
than his fair share of the network; Nagle’s suggestion 
for this latter problem was to implement a bandwidth 
mediator in between TCP and IP to fairly distribute 
transmission opportunities among the users of an IP 
network. Thirty years later, Nagle offered commen-

tary on the contemporary Comcast system for manag-
ing peer-to-peer-induced overload that illustrates its 
use:41

As the one who devised much of this congestion 
control strategy (see my RFC 896 and RFC 970, 
years before Van Jacobson), I suppose I should 
say something.

The way this was supposed to work is that TCP 
needs to be well-behaved because it is to the 
advantage of the endpoint to be well-behaved. 
What makes this work is enforcement of fair 
queuing at the first router entering the network. 
Fair queuing balances load by IP address, not 
TCP connection, and “weighted fair queuing” 
allows quality of service controls to be imposed 
at the entry router…

I’d argue for weighted fair queuing and QOS in 
the cable box. Try hard to push the congestion 
control out to the first router.

Balancing load by IP address is critically different in 
effect from balancing by TCP connection; a computer 
typically has only one IP address, but it can use dozens 
or more TCP ports at any give time. End-to-end man-
ages by TCP port, and network-based systems manage 
by IP address.

Taken together, MIT’s experience with a malfunction-
ing IMP interface card and Ford’s experience with a 
malfunctioning TCP software module teach the les-
son that robust networks need to guard against design 
dogmas. In the fullness of time, any single component 
in a network system that can fail will fail; the task of 
network design and operation is to mitigate the effects 
of these inevitabilities. But the problems at Ford and 
MIT were minor compared to what was to come.

Internet Congestion Collapse
January 1, 1983, was Flag Day for ARPA-
NET, when the last NCP hosts were turned off 
and TCP/IP systems took over. The new In-
ternet performed reasonably well unti 1986,  
when users began to notice periods of extremely low 
throughput:42

In October of ’86, the Internet had the first of 
what became a series of “congestion collapses”.  
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During this period, the data throughput from 
LBL to UC Berkeley (sites separated by 400 yards 
and two IMP hops) dropped from 32 Kbps to 40 
bps. We were fascinated by this sudden factor-
of-thousand drop in bandwidth and embarked 
on an investigation of why things had gotten so 
bad. In particular, we wondered if the 4.3 BSD 
(Berkeley UNIX) TCP was misbehaving or if 
it could be tuned to work better under abysmal 
network conditions. The answer to both of these 
questions was “yes.”

The congestion collapse that hit the Internet in 1986 
was caused by TCP’s reaction to packet loss: 

When routers were overloaded, they dropped 1. 
packets. 
When TCP detected packet loss, it retransmit-2. 
ted.
The process repeated until some sending hosts 3. 
were turned off.

A debate ensued about how best to address the prob-
lem in which at least three alternatives were put for-
ward. The best one was a proposal from Raj Jain, K. 
K. Ramakrishnan, and Dah-Ming Chiu of Digital 
Equipment Corporation for IP to signal the onset of 
congestion by setting a “congestion bit” in the IP da-
tagram header:43

We studied a number of alternative schemes for 
congestion avoidance. Based on a number of re-
quirements described later in this report, we se-
lected an alternative called the binary feedback 
scheme for detailed study. This scheme uses only 
a single bit in the network layer header to feed 
back the congestion information from the net-
work to users, which then increase or decrease 
their load on the network to make efficient and 
fair use of the resources.

In one of network engineering’s greatest fits of myo-
pia, this method was rejected in favor of Jacobson’s Al-
gorithm—a simple, four-line patch. Jacobson claimed 
it was better than the alternatives:44

…Packets get lost for two reasons: they are dam-
aged in transit, or the network is congested and 
somewhere on the path there was insufficient 
buffer capacity. On most network paths, loss due 

to damage is rare (<<1%) so it is probable that a 
packet loss is due to congestion in the network.

A ‘congestion avoidance’ strategy, such as the one 
proposed in [ Jain, et. al.], will have two compo-
nents: The network must be able to signal the 
transport endpoints that congestion is occurring 
(or about to occur). And the endpoints must have 
a policy that decreases utilization if this signal is 
received and increases utilization if the signal isn’t 
received.

If packet loss is (almost) always due to congestion 
and if a timeout is (almost) always due to a lost 
packet, we have a good candidate for the ‘network 
is congested’ signal. Particularly since this signal 
is delivered automatically by all existing networks, 
without special modification (as opposed to [ Jain 
et. al.] which requires a new bit in the packet head-
ers and a modification to all existing gateways to 
set this bit).

From today’s vantage point, the parochialism of Jacob-
son’s critique of the binary feedback system is painfully 
obvious: not only was he blind to the effects of wireless 
networks on error rates, he was worried about the dif-
ficulty of upgrading a few hundred routers to correct a 
design defect in a system that would grow to encom-
pass many million routers and more than a billion users. 
The four line Jacobson patch was the preferred method 
to shore up a fundamental design defect in IP because 
it could be deployed without network cooperation. It 
was incorporated into Berkeley UNIX 4.3 and then to 
the rest of the Internet. It’s now known as Jacobson’s 
Algorithm.

The Jain solution was eventually adopted as an Inter-
net Standard in 2001,45 but by then, barriers to adop-
tion were real: many thrown-together home gateways 
could not process packets with the congestion bit set, 
so Microsoft refused to enable it as the default mode 
of operation for Vista;46 ECN is disabled by default in 
Linux as well.

Jacobson’s Algorithm imposes an enormous cost on the 
Internet’s core links. Its behavior—cycling between 
50 percent utilization and overload—dramatically re-
duces the efficiency of Internet links. In the judgment 
of some of the Internet Engineering Task Force’s best 
minds, it’s an insufficient solution to the congestion 
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problem unless complemented by intelligent manage-
ment of router queues inside the Internet’s core:47

The original fix for Internet meltdown was provid-
ed by Van Jacobson. Beginning in 1986, Jacobson 
developed the congestion avoidance mechanisms 
that are now required in TCP implementations 
[ Jacobson88, HostReq89].  These mechanisms 
operate in the hosts to cause TCP connections to 
“back off” during congestion. We say that TCP 
flows are “responsive” to congestion signals (i.e., 
dropped packets) from the network.  It is primar-
ily these TCP congestion avoidance algorithms 
that prevent the congestion collapse of today’s 
Internet.

However, that is not the end of the story.  Consid-
erable research has been done on Internet dynam-
ics since 1988, and the Internet has grown.  It has 
become clear that the TCP congestion avoidance 
mechanisms [RFC2001], while necessary and 

powerful, are not sufficient to provide good ser-
vice in all circumstances. Basically, there is a limit 
to how much control can be accomplished from the edges of 
the network.  Some mechanisms are needed in the 
routers to complement the endpoint congestion 
avoidance mechanisms. [Emphasis added]

One of the mechanisms that can be used inside the 
network is Explicit Congestion Notification (ECN), 
which provides a performance boost of roughly 25 to 
50 percent over Jacobson by reducing packet loss and 
global synchronization.48  It’s widely acknowledged 
that Jacobson’s Algorithm is no longer appropriate 
for the Internet. The deployment of high-speed lines 
extending over long distances— “Long Fat Pipes” or 
LFPs— has completely broken its arithmetic: Web 
connections over LFPs don’t graduate from their 
initial Slow Start state to full utilization before their 
transfers terminate.49 To put it plainly, the seminal 
example of end-to-end network control proved inef-
fective.

Figure 4: equal pipes Congestion Scenario
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One attempt to rectify the problems caused by con-
gestion management in the modern Internet is an in-
formal committee forming within the IETF to inves-
tigate alternative methods to the classical approach. 
This committee is examining extensions to ECN that 
increase the cooperation between network and end 
systems such as the Re-ECN proposal put forward by 
Bob Briscoe of University College, London, and Brit-
ish Telecom. Briscoe proposes that the congestion state 
signaled by network routers through ECN be echoed 
back to the sender of the packet which encountered 
congestion (ECN only communicates it to the receiv-
er). Re-ECN allows the sender to predict which pack-
ets will be likely to encounter congestion and to make 
a policy choice about them, and for the network opera-
tor to cede control over such decisions to the sender, 
along with the responsibility for economic side effects. 
Such systems, if implemented correctly, eliminate the 
need for arbitrary limits on packet volume and for clas-
sification based on deep-packet inspection. These ef-
fects satisfy some of the demands of the net neutrality 
movement; facing-up to the economic consequences 
of congestion raises their ire, however.50

the rehabILItatIon oF the end-to-end 
arguMentS
Following the 1981 publication of End-to-End Argu-
ments, a number of voices in the engineering commu-
nity argued its merits and demerits, including original 
author, David D. Clark.51  Clark revised his thinking 
on end-to-end arguments in later articles, arguing that 
the reason to prefer high-level implementations was re-
liability: low-level implementations tied the success of 
the application to network components, which could 
fail. Clark coined the term “fate-sharing” to recast the 
rationale for end-to-end in these less incendiary tech-
nical terms.

Out of these critiques, a consensus emerged to the 
effect that the Internet needed an architecture, that 
this architecture should be couched, at least in part, 
in terms of end-to-end arguments, but that the 1981 paper 
didn’t adequately capture the meaning of this central 
principle or its rationale. Ultimately, the rationale is 
the most important part of the end-to-end arguments, 
and there’s no getting around the fact that the vari-
ous rationales are in their own way driven by external 
conditions. As the Internet’s patterns of use change, 
decisions about function allocation (and many other 

things) must be reviewed. Changes in patterns of use 
cause changes in operational methods, which raise 
questions about architecture. The process of review, 
revision, and improvement is continual.

end-to-end as Limited Fate-Sharing 
In 1996, Brian Carpenter of the European Organiza-
tion for Nuclear Research (CERN) made the Internet 
community’s first attempt to provide a formal descrip-
tion of the Internet’s architecture, RFC 1958. The ef-
fort was equivocal:52

Over the 25 years since the ARPANET started, 
various measures of the size of the Internet have 
increased by factors between 1000 (backbone 
speed) and 1,000,000 (number of hosts). In this 
environment, some architectural principles in-
evitably change. Principles that seemed inviolable 
a few years ago are deprecated today. Principles 
that seem sacred today will be deprecated tomor-
row. The principle of constant change is perhaps 
the only principle of the Internet that should sur-
vive indefinitely.

Carpenter gave deference to the end-to-end argu-
ments, but offered a justification wholly different from 
the correctness standard set forth in End-to-End Argu-
ments; Carpenter endorsed the notion of limiting fate-
sharing, which had been part of the justification for 
datagrams in the Pouzin era:53

An end-to-end protocol design should not rely on 
the maintenance of state (i.e. information about 
the state of the end-to-end communication) in-
side the network. Such state should be maintained 
only in the endpoints, in such a way that the state 
can only be destroyed when the endpoint itself 
breaks (known as fate-sharing). An immediate 
consequence of this is that datagrams are better 
than classical virtual circuits. The network’s job 
is to transmit datagrams as efficiently and flexibly 
as possible. Everything else should be done at the 
fringes.

So we’re no longer concerned about “correctness” of 
implementations in a domain where time isn’t part of 
the definition, we’re concerned about reliability and 
resiliency: end-to-end solutions are preferred over 
“smart network” solutions because they survive net-
work crashes, packet corruption, and modem prob-
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lems. It’s rather apparent that Carpenter is following 
in the footsteps of End-to-End Arguments insofar as he 
attempts to extract architecture from a system that 
had actually been designed for practical ends rather 
than for grand architectural ones. Carpenter’s effort is 
more successful, however, as it focuses on an aspect of 
the Internet that had become very well understood by 
1996, the datagram. 

Carpenter’s argument is fundamentally incorrect, 
however. As John Day points out, datagram systems 
are capable of routing around failed links not because 
they have so little information about the network’s 
state, but because they have so much.54 A router in a 
datagram network must know all viable routes to all 
possible networks and must know them all the time; a 
connection-oriented router only needs to know viable 
routes between the endpoints that are actively connected 
to each other. The datagram network must be a great 
deal smarter than the connection-oriented one. Per-
versely, datagram networks are maximally fate-shar-
ing, not minimally; they’re reliable not because they’re 
simple, but because they’re highly redundant.

who do You trust? 
In 2002, Tim Moors showed that End-to-End Arguments 
confused the notion of a communication endpoint with 
that of an end system:55 

The Paper suggests that file transfer applications 
are the endpoints, and that after the destination 
has stored the file to disk, it should read the file 
off disk and calculate an integrity check, which it 
returns to the source application, which decides 
whether the transfer was “correct.” This use of 
application-layer checks is also supported by a re-
cent study of the sources of data transfer errors. 
However, it is a popular belief that the transport 
layer (e.g. TCP) is the endpoint for applications 
such as file transfers. The transport layer merely 
resides in the end system. The transport layer checks 
will not protect against errors introduced as the 
information is written to disk. (Note that while 
natural noise and potential design errors are om-
nipresent, physical security measures (e.g. elec-
tromagnetic shielding) can isolate a system from 
security threats. Thus, if the user trusts the end 
system then the transport layer of the end system 
may constitute a security endpoint.) According to 

the end-to-end arguments, applications, not transport lay-
ers, should check integrity. 

So why do most applications entrust transport 
layers such as TCP to provide reliable transfer? 
There are two reasons for this: the first reason is 
the high cost of the application performing the 
error checking, and the second reason is the low 
benefit from this activity.

… It is relatively easy for the application to know 
about the reliability of its local system, but more 
difficult for it to know about the reliability of in-
termediaries that its data must pass through as it 
crosses a network. Thus, the decision to implement 
reliable transfer in the transport layer is not justified on the 
basis of end-to-end arguments, but rather on the basis of 
trust. [References omitted, emphasis in original] 

File transfer applications do not routinely check the 
integrity of file input/output operations for the same 
reason that ARPA programmers didn’t check packets 
after they were delivered to host memory by the IMP, 
because there’s not enough payback in terms of addi-
tional data integrity to justify the extra programming 
and increased execution time. But why don’t program-
mers simply turn off TCP error checking in favor of er-
ror checking one and only one time, after file data have 
been written to disk? This question goes to the essence 
of the fundamental flaw in the end-to-end bias.

File transfer applications want to complete as quickly 
as possible, and moving end-to-end integrity checks 
from TCP to the application would slow them down 
appreciably. Not only will the sender be constrained 
by the speed with which the receiver can write parts 
of the file to disk, read them back, check them, and 
signal readiness for the next part, it will additionally 
be constrained by the fact that these operations are 
performed in the end system’s application space rather 
than by its operating system kernel, where TCP resides. 
One of the functions of TCP, post Jacobson, is to keep 
network traffic moving as fast as the network’s conges-
tion state allows. When this function is moved from 
the kernel, where code runs at predictable intervals 
because the operating system has high execution pri-
ority, to application space, variations in end system ap-
plication load would directly affect network efficiency 
and throughput. Thus the sending system would not 
be able to tell the difference between network conges-
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tion and application congestion, and would constantly 
slow down in response to transient conditions on the 
receiving system such as disk head movement.  Packet 
loss and delay aren’t the unambiguous network con-
gestion signals Jacobson took them for.

The tradeoff in current file transfer applications is to 
have one system’s TCP send as fast as it can to the 
other system’s TCP, and to simply assume that the file 
data will be transferred to the file system both cor-
rectly and faster than the network transfer. As long 
as the file operation is faster on average than network 
operation, its speed doesn’t affect the end-to-end file 
transfer operation; and if it becomes slower than the 
network, the TCP sender will eventually slow down 
to match it.

The incompletely end-to-end error checking by file 
transfer applications provides performance benefits to 
both end systems and to the network. The Internet’s 
file transfer protocol (“ftp”) implements error check-
ing and recovery at the lowest level of protocol in the 
end system at which it can be implemented, not at the 
highest level as End-to-End Arguments predicts. The de-
sign of ftp is dictated by performance and simplicity 
considerations.

Just as file transfer applications relegate error checking 
to an intermediate layer within the end system, real-
time applications such as video streaming and confer-
encing benefit by relegating it to intermediate network 
nodes.

Layering Considered harmful
In 2003, Randy Bush and Dave Meyer undertook 
an update of RFC 1958 that reinstated the simplicity 
principle to the status of primary component of end-
to-end.56 Bush and Meyer rejected the notion that the 
network should have no “intelligence”:57

[T]he End-to-End Argument does not imply 
that the core of the Internet will not contain and 
maintain state. In fact, a huge amount coarse-
grained state is maintained in the Internet’s core 
(e.g., routing state). However, the important point 
here is that this (coarse grained) state is almost 
orthogonal to the state maintained by the end-
points (e.g., hosts). It is this minimization of in-
teraction that contributes to simplicity.

It’s particularly noteworthy that RFC 3439 finds fault 
with functional layering, the prerequisite principle to 
end-to-end. Single-function protocol layering adds un-
necessary complexity to a system, causing problems for 
scalability and resiliency:58

As a result of inter-layer dependencies, increased lay-
ering can quickly lead to violation of the Simplicity 
Principle.  Industry experience has taught us that in-
creased layering frequently increases complexity and 
hence leads to increases in OPEX, as is predicted by 
the Simplicity Principle. A corollary is stated in RFC 
1925 [RFC1925], section 2(5):

“It is always possible to agglutinate multiple sepa-
rate problems into a single complex interdepen-
dent solution. In most cases this is a bad idea.”

The first order conclusion then, is that horizontal (as 
opposed to vertical) separation may be more cost-ef-
fective and reliable in the long term.

Horizontal separation is the principle upon which con-
temporary efforts to create a recursive architecture for 
Internet protocols, such as RINA, are based. Its fun-
damental insight is that networking problems such as 
route discovery, flow control, name-to-address map-
ping, and location discovery don’t have to be solved 
once and only once for the whole Internet. It’s much 
more beneficial, in fact, to solve them separately in 
each management domain through which a packet 
moves. We’ll have more to say about this later. 

the evolution of end-to-end
In 2004, James Kempf and Rob Austein wrote RFC 
3724 on challenges facing the end-to-end arguments. 
The principal pressures were actually new require-
ments that came to the Internet as the result of the 
broader user base, new multimedia applications, and 
the requirements of commerce and government. 59

Given the pressures on the end-to-end principle 
discussed in the previous section, a question aris-
es about the future of the end-to-end principle. 
Does the end-to-end principle have a future in 
the Internet architecture or not? If it does have 
a future, how should it be applied? Clearly, an 
unproductive approach to answering this ques-
tion is to insist upon the end-to-end principle as a 
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fundamentalist principle that allows no compro-
mise. The pressures described above are real and 
powerful, and if the current Internet technical 
community chooses to ignore these pressures, the 
likely result is that a market opportunity will be 
created for a new technical community that does 
not ignore these pressures but which may not un-
derstand the implications of their design choices. 
A more productive approach is to return to first 
principles and re-examine what the end-to-end 
principle is trying to accomplish, and then update 
our definition and exposition of the end-to-end 
principle given the complexities of the Internet 
today.

Kempf and Austein proposed recasting the rationale 
for end-to-end once again, this time in terms of pro-
tecting innovation:60

One desirable consequence of the end-to-end 
principle is protection of innovation. Requiring 
modification in the network in order to deploy 
new services is still typically more difficult than 
modifying end nodes. The counterargument—
that many end nodes are now essentially closed 
boxes which are not updatable and that most us-
ers don’t want to update them anyway—does not 
apply to all nodes and all users. Many end nodes 
are still user configurable and a sizable percent-
age of users are “early adopters,” who are will-
ing to put up with a certain amount of techno-
logical grief in order to try out a new idea. And, 
even for the closed boxes and uninvolved users, 
downloadable code that abides by the end-to-end 
principle can provide fast service innovation. Re-
quiring someone with a new idea for a service to 
convince a bunch of ISPs or corporate network 
administrators to modify their networks is much 
more difficult than simply putting up a Web page 
with some downloadable software implementing 
the service.

This effort goes in the right direction, even if it isn’t 
entirely successful. The degree of innovation that can 
be performed in an end system is entirely dependent on 
the capabilities of the network to link end systems to-
gether. Hence, a reasonable variety of pre-existing de-
livery services embedded in the network facilitates end 
system innovation by providing close approximations 
of application requirements. And as we learned from 

the congestion issue, there are some network problems 
that can only be solved efficiently and correctly by the 
close coordination of end systems with the network.  
RFC 3724 was concerned with beating back a system 
called “Open Pluggable Edge Services”61 that inserted 
application-level services inside the network core, as 
content delivery and cloud computing services do to-
day.

Clark’s tussle
By 2005, the end-to-end arguments had been defined 
and redefined several times. What was originally a pro-
cess became a rule based on an ever-shifting series of 
rationales. It had become clear that there would never 
be consensus on the reason to prefer end-to-end, even 
though its general value was an accepted part of Inter-
net engineering culture.

In 2005, David Clark stepped back into the end-to-end 
fray with a new group of colleagues and a new central 
principle—design for “tussle”, the ongoing conten-
tion among different parties in the Internet milieu in 
favor of particular interests.  Their article, “Tussle in 
Cyberspace: Defining Tomorrow’s Internet” modestly 
summarized the then-current state of the end-to-end 
arguments:62

One of the most respected and cited of the In-
ternet design principles is the end-to-end argu-
ment, which state that mechanism should not 
be placed in the network if it can be placed at 
the end node, and that the core of the network 
should provide a general service, not one that is 
tailored to a specific application. There are two 
general dimensions to the arguments: innovation 
and reliability. 

Innovation: If the core of the network has been tai-
lored to one specific application, this may inhibit 
the deployment of other applications. If the core 
of the network must be modified to deploy a new 
application, this puts a very high hurdle in front 
of any unproven idea, and almost by definition, a 
new idea is unproven.

Reliability and robustness: If bits of applications are 
“in the network,” this increases the number of 
points of failure that can disable the application. 
The more simple the core of the network, the 
more reliable it is likely to be. 
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The simplest application of the end-to-end argu-
ments produces a network that is transparent; pack-
ets go in, and they come out, and that is all that 
happens in the network. [References omitted]

Networks are never innovation-neutral, of course: any 
base level of service is more useful to some applications 
than to others. Moreover, networks are never transpar-
ent: some paths are shorter and faster than others, ma-
chines crash, links congest, network administrators ad-
vertise incorrect BGP routes, and optimizations over-
lay network structure for both good and bad reasons. 
Tussle in Cyberspace exposes the end-to-end arguments 
for what they’ve always been—a convenient fiction. 

Given the character of the end-to-end arguments, it’s 
understandable that nearly 30 years of discussion has 
failed to converge on a consistent rationale. End-to-
end arguments exist to fill a void in the design space. 
Paraphrasing Voltaire, “if Internet architecture did not 
exist, it would be necessary to invent it.” Architecture 
provides guidance to future network engineers about 
how best to extend and enhance the existing Internet. 
Overly rigid end-to-end arguments simply don’t do this 
very well.

In the place of end-to-end arguments, Clark and his 
colleagues proposed that “design for tussle” should 
become the central principle of Internet architecture, 
noting that this new principle enables competition:63

Anyone who designs a new enhancement for the 
Internet should analyze the tussles that it will trig-
ger, and the tussles in the surrounding context, 
and consider how they can be managed to ensure 
that the enhancement succeeds. As noted above, a 
powerful force is the tussle of competition. Proto-
col design, by creating opportunities for competi-
tion, can impose a direction on evolution. 

Competition, of course, is squarely within the bailiwick 
of policy; had the point of the end-to-end arguments all 
along been more about influencing public policy than 
elucidating network architecture? It seems reasonable 
to suppose that it was.

Had the Internet’s technical overseer, the Internet En-
gineering Task Force (IETF), been guided more by 
pragmatic engineering goals than by ideology, it might 
have reached a connectionless/connection-oriented 

synthesis and might not have failed to deliver work-
able end-to-end QoS and reliable multicast standards, 
to mention two transport services that the new gen-
eration of real-time video applications require that got 
stuck in the fog around end-to-end.64 

A good way of understanding “tussle” is to see it as a 
replacement for “end-to-end” in protocol arguments. 
Although “tussle” is still a bit vague, it doesn’t yet suf-
fer from the ambiguity around end-to-end that’s the 
legacy of numerous redefinitions, and it also restores 
the centrality of the “innovation cycle” to Internet en-
gineering. But it’s difficult to apply as an architectural 
principle, since the network protocol designer has no 
way of knowing where future tussles are going to break 
out. The ultimate value of tussle, however, is that it 
refers back to the exception to end-to-end absolut-
ism described by Pouzin: There are instances in which 
network-based solutions are superior to endpoint solu-
tions, especially those where performance is a primary 
concern. If we understand networking as a results-
oriented process rather than the blind application of 
inherited wisdom, our systems will work better.

Current Status of end-to-end
It should be evident that End-to-End Arguments has 
come to be regarded by the Internet engineering and 
operations community with something less than abject 
reverence in the nearly 30 years since it was written. 
The paper was chock full of insight and laudable in its 
effort to uncover an architecture embedded in the In-
ternet protocols, but the fact that it was written before 
the TCP/IP protocols had been widely deployed lim-
ited its usefulness. The 1981 paper’s key insight turned 
out to be the emphasis on simplicity. Its key drawback 
was its lack of consideration for trust and performance, 
and indeed its failure to offer up an abstract view of the 
Internet protocols—in the end, the paper is little more 
than question-begging.

Pouzin’s concept of protocol implementation as an it-
erative process seems to be coming back in style: rather 
than seeking the a priori correct implementation point, 
Internet engineers have come to appreciate that experi-
menting in the endpoint and implementing in the core 
was the way to achieve the best balance of flexibility 
and performance. The notion of “correct implementa-
tion” that end-to-end fundamentalists proposed as the 
central principle of placement is an indisputable tau-
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tology, serving primarily to open a debate about what 
we mean by “correct” in a world where applications 
have varied requirements in the domains of both time 
and money. The consensus in the Internet community 
is that, to the extent feasible, end-to-end implementa-
tions (in the sense of those at a high level in a vertical 
protocol stack) are preferred over network-based solu-
tions. The discussion continues as to how we evaluate 
feasibility at Internet scale and what we do when end-
point implementations aren’t practical.

Pouzin’s concept of protocol inplementation as an iteractive    

process seems to be coming back in style.  Experimenting in the 

end-point and implementating in the core is best way to balance 

flexibility and performance.

One of the most important lessons in Internet opera-
tions (emphasized in RFC 3429) is that many prob-
lems only show up at scale, so research results obtained 
in small-scale systems have limited utility in terms of 
predicting behavior on the Internet.65  This lesson 
has been learned by the operations community quite 
painfully through Congestion Collapse and a series of 
related incidents. Hence, engineering and operations 
continue to operate in the climate described by Car-
penter: “The principle of constant change is perhaps 
the only principle of the Internet that should survive 
indefinitely.” Clark’s “tussle” is attracting considerable 
attention. At the 75th meeting of the Internet Engi-
neering Task Force (IETF) in Stockholm in July 2009, 
Mark Handley touted the tussle principle to attendees 
of the technical plenary, in a session devoted to consid-
eration of the effects of network neutrality regulations 
on Internet engineering.66 “Designing for Tussle” has 
become part of the conversation around Internet pro-
tocols, and end-to-end fundamentalism is receding 
into the background.

end-to-end In reguLatIon
Debates about the role and definition of the end-to-end 
arguments might have been confined to the network 
engineering community were it not for the efforts of  a 
group of law professors, policy advocates, and activists 
to create an academic discipline around Internet policy 
called Cyberlaw67 and a related popular movement. 

One extreme of Cyberlaw is represented in a manifesto 
drafted by one of the Berkman Center for Internet and 
Society’s early fellows, cyber-libertarian John Perry 
Barlow.68 Barlow asserts that networks define a new 
reality immune to law:69

Governments of the Industrial World, you weary 
giants of flesh and steel, I come from Cyberspace, 
the new home of Mind. On behalf of the future, 
I ask you of the past to leave us alone. You are 
not welcome among us. You have no sovereignty 
where we gather.

We have no elected government, nor are we likely 
to have one, so I address you with no greater au-
thority than that with which liberty itself always 
speaks. I declare the global social space we are 
building to be naturally independent of the tyran-
nies you seek to impose on us. You have no moral 
right to rule us nor do you possess any methods 
of enforcement we have true reason to fear.

Barlow’s views echo similar musings by Timothy Leary 
“extolling the PC as the LSD of the 1990s.”70 

These views were subsequently echoed by a pair of in-
fluential papers by David Isenberg, a former Bell Labs 
engineer and subsequent Berkman Fellow. In the first 
paper, published in 1997, “Rise of the Stupid Network,” 
Isenberg transforms end-to-end arguments into a sys-
tem of network management:71

A new network “philosophy and architecture,” 
is replacing the vision of an Intelligent Network. 
The vision is one in which the public communica-
tions network would be engineered for “always-
on” use, not intermittence and scarcity. It would 
be engineered for intelligence at the end-user’s 
device, not in the network. And the network 
would be engineered simply to “Deliver the Bits, 
Stupid,” not for fancy network routing or “smart” 
number translation.

Fundamentally, it would be a Stupid Network. 

In the Stupid Network, the data would tell the 
network where it needs to go. (In contrast, in a 
circuit network, the network tells the data where 
to go.) [Sic] In a Stupid Network, the data on it 
would be the boss...
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[T]he Stupid Network would have a small reper-
toire of idiot-savant behaviors to treat different data types 
appropriately.  If the data identified itself as finan-
cial data, the Stupid Network would deliver it 
accurately, no matter how many milliseconds of 
delay the error checking would take. If the data 
were two-way voice or video, the Stupid Network 
would provide low delay, even at the price of an 
occasional flipped bit. If the data were entertain-
ment audio or video, the Stupid Network would 
provide wider bandwidth, but would not neces-
sarily give low delay or absolute accuracy. And if 
there were a need for unique transmission charac-
teristics, the data would tell the Stupid Network 
in more detail how to treat it, and the Stupid 
Network would do what it was told. [Emphasis 
added]

“Fancy network routing” is actually the central role of 
Internet routers and a vital service for mobile devices, 
but we need not discuss these details et. 

Isenberg’s “idiot-savant behaviors” preserved a small 
role for intelligence in the network, roughly consistent 
with the IETF work on Active Queue Management. 
In a second stupid network paper, “Dawn of the Stupid 
Network,” Isenberg stripped these behaviors out:72

Intelligent Network advocates point out that net-
works need to treat different data types different-
ly. Right now, they’re absolutely correct. There is 
a network for telephony, another network for TV, 
and proprietary leased-line networks for finan-
cial transactions—and none of these are ideal for 
public Internet traffic. You need to have low delay 
for voice telephony, the ability to handle megabit 
data streams with ease for TV, and low error rates 
and strong security for financial transactions. 

Quality of Service (QOS) is an intermediate step 
in the journey from separate networks to a single, 
simple Stupid Network. QOS, in standard telco 
thinking, means a repertoire of different ways of 
handling each type of data on a single network. 
If the Stupid Network is to become a bona fide 
integrated service network, it will need to carry 
all kinds of data with different needs. 

But suppose technology improves so much that 
the worst QOS is perfectly fine for all kinds of 

traffic, without a repertoire of different data han-
dling techniques. Suppose, for example, that ev-
eryday normal latency becomes low enough to 
support voice telephony, while at the same time 
allowing enough capacity for video, plus data in-
tegrity strong enough for financial transactions. 
This would be a true Stupid Network—one treat-
ment for all kinds of traffic.

Thus, Isenberg made a crucial step in end-to-end’s 
journey from a research-oriented model of distributed 
system implementation towards a mandate that forbids 
active management, paving the way for modern net 
neutrality regulations. 

Isenberg’s second Stupid Network paper dropped “idiot-savant 

behaviors.”

Isenberg’s speculations about QoS betray a certain 
naïveté about the distribution of traffic and delay on 
packet networks, perhaps a consequence of his telepho-
ny background. On the public switched telephone net-
work (PSTN) each call is allocated a constant and fixed 
quantum of bandwidth, and the network is designed to 
eliminate side effects between users that would other-
wise lead to the variations in delay characteristic of de-
graded QoS. The Internet is a dynamic, shared band-
width system that relies on statistics to provide QoS 
for most uses most of the time. Its design precludes a 
state where “normal latency” can ever be sufficient for 
all applications unless we severely limit the diversity 
of applications to the set that can be served by generic 
delivery; this is simply because every user affects ev-
ery other user on a shared-resource network. Some of 
the virtual private networks (VPNs) in the Internet’s 
optical core serve financial applications, which require 
latencies as low as 1 to 2 milliseconds (ms), while ge-
neric latencies tend to range from 50 ms to 200 ms 
end-to-end. Simply adding bandwidth doesn’t solve the 
latency problem because Internet traffic tends to come 
in self-similar clumps, not in the Poisson Distributions 
imagined by early network researchers. 

The clumping of Internet traffic is largely a consequence 
of Jacobson’s Algorithm, which causes synchronization 
of flows through common links: traffic on flows syn-
chronized by Jacobson surges and recedes in unison. 
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This phenomenon, known as “global synchronization” 
or “self-synchronization,”73 is not altered by the ad-
dition of bandwidth. Jacobson’s Algorithm essentially 
makes over-provisioning uneconomical, creating the 
requirement for network-based QoS. Over-provision-
ing as an alternative to prioritization is a trick right 
out of the PSTN designer’s handbook; its relevance to 
networks that allocate bandwidth dynamically, like the 
Internet, is dubious.

Over-provisioning is the deployment of high capacity 
links at various points in a network. If we assume sym-
metrical capacity, there is no point in a packet network 
in which unequal capacity will not create congestion in 
the opposite direction from the one in which it relieves 
congestion. In Figure 4, congestion is created between 
Routers 1 and 2 by equal capacity links throughout; in 
Figure 5, over-provisioning the link between the two 
routers creates congestion between Router 1 and the 
Hosts. Over-provisioning is simply under-provision-
ing from a different point of view. There is no magic 

bullet for resource-sharing networks. On the PSTN, 
over-provisioning is effective because all streams use 
the same, fixed capacity, but the Internet is not a tele-
phone network.

Isenberg’s demand for “one treatment for all kinds of 
traffic” is infeasible both technically and economically. 
One treatment implies one charge, which raises the 
price of large file transfers that are less time-sensitive 
in the user’s own estimation than other types of traffic. 
“One charge” imposes an idealism tax on mainstream 
users. In shared-resource networks like the Internet, 
delay is a consequence of load: the more instantaneous 
load, the greater the delay. Shared-resource networks 
attempt to smooth load by queuing. If more packets 
are offered to a network switch than it can transmit, it 
stores excess packets in queues until transmission fa-
cilities are available. When queue capacity is exceeded, 
packets are discarded and transmitters must reduce 
their rates. Delay is caused by the conditions that lead 
to queuing. 

Figure 5: Creating Congestion by over-provisioniong
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One of the functions of Internet routers is to aggregate 
traffic from multiple ingress ports onto a single egress 
port headed to the network’s core. The only way to 
eliminate the requirement for occasional queuing is to 
arbitrarily limit ingress port speed, an undesirable re-
duction in performance. Priority queuing provides an 
opportunity to allocate network resources intelligently: 
if some packets are more sensitive to delay than others, 
they can be placed at the head of the queue; if some are 
more sensitive to cost, they can be placed at the tail. 
Network systems that can classify packets and queue 
them intelligently don’t need to resort to bandwidth 
caps and metering schemes; they provide the optimal 
mix of price, performance, and reliability by design. 
Isenberg’s insistence on the single service level raises 
the cost of networks with no real benefit to the user.

Isenberg’s greatest error was his radical underestima-
tion of the amount of intelligence a network must have 
in order to appear stupid. A connectionless network 
has to know where every end system is at all times, or it 
can’t route packets. This capability requires more intel-
ligence in each edge router than the entire telephone 
network has. Edge routers have to know how to handle 
everything that can happen, not just what is happening. 
The Internet is many things, but “stupid” is not one of 
them.

From the Fringe to the Mainstream
Yet another Berkman fellow, Lawrence Lessig, seek-
ing regulatory principles in the structure of Internet 
protocols, carried Isenberg’s formulation into the aca-
demic mainstream. In a 1999 book entitled Code and 
Other Laws of Cyberspace,74 Lessig developed the idea 
that “architecture”—in the sense of the design of en-
gineered systems—places constraints on behavior that 
are similar in power to legal restrictions.

Although Lessig didn’t flesh out this notion with respect 
to the Internet’s end-to-end functions (that would come 
later), he established the notion that network structure 
enables and disables specific human behaviors. In Les-
sig’s view, Internet protocols were designed to protect 
privacy and to optimize network efficiency:75

Like a daydreaming postal worker, the network 
simply moves the data and leaves interpretation 
of the data to the applications at either end. This 

minimalism in design is intentional. It reflects 
both a political decision about disabling control 
and a technological decision about the optimal 
network design. The designers were not interested 
in advancing social control; they were concerned 
with network efficiency. Thus, the design pushes 
complexity out of the basic Internet protocols, 
leaving it to applications, or ends, to incorporate 
any sophistication that a particular service may 
require.

Lessig’s assertion that the network designers were con-
cerned with efficiency is groundless. As we’ve seen, the 
designers of datagram protocols in both France and 
the United States had no delusion that their systems of 
layered protocols split across multiple machines bound 
by unreliable datagrams were “efficient.”  The reason 
they adopted this architecture was to give control over 
network functions to researchers; they were willing to 
accept a loss of efficiency for the increase in flexibility 
it gave them.

Lessig’s 1999 book “Code and Other Laws of Cyberspace”      

continues down the trail blazed by Barlow and Isenberg,         

constructing a mythical history for the Internet and imbuing its 

structure with magical properties. 

Lessig’s assertions about the network designers’ hostili-
ty to “social control” are similarly fanciful.  Authoritar-
ian states routinely use the Internet to snoop on their 
citizens and tailor the information they’re able to see; 
the naïve assumption that the network is transparent 
makes manipulation of data a piece of cake. TCP may 
not expect to get packets in order, but network applica-
tions assume that TCP delivers the genuine article if it 
delivers anything at all. Hence, the Internet is just as 
capable of serving the ends of authoritarian regimes as 
liberal ones, as we saw recently in Iran’s blocking In-
ternet access following the 2009 election controversy. 
Twitter continued to flow in and out of Iran despite the 
Internet block because it’s capable of bypassing the In-
ternet, thanks to the cell network’s Short Message Ser-
vice (SMS).76 Datagram network designers could well 
have been wild-eyed activists, but their work product 
was sublimely indifferent to social questions.
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In sum, Lessig’s 1999 book Code and Other Laws of Cy-
berspace continued down the trail blazed by Barlow and 
Isenberg, constructing a mythical history for the Inter-
net and imbuing its structure with magical properties 
and its creators with a revolutionary, liberation-based 
political program.  Although the book is insightful in 
many respects (network efficiency does enhance the 
social good, but that doesn’t mean that the Internet’s 
design is efficient), its flaws remain its most influential 
legacy.

The ability of the Internet to evolve and to adapt to the needs of 

new applications and new populations of users is central to its 

success.  It’s unwise to declare it a finished system that has to 

conform to regulations born out of conjecture and speculation in 

its very early stage. 

After publishing Code, leaving Berkman, and co-
founding the Stanford Center for Internet and Soci-
ety, Lessig organized a workshop entitled “The Policy 
Implications of End-to-End” in December 2000 that 
took his arguments about the Internet’s organization 
to the next level. That workshop connected the dots 
between the general notion that “architecture is law” 
and the specifics of Internet architecture as Lessig had 
come to understand it:77

The “end-to-end argument” was proposed by 
network architects Jerome Saltzer, David Reed, 
and David Clark in 1981 as a principle for allo-
cating intelligence within a large-scale computer 
network. It has since become a central principle 
of the Internet’s design. 

In an increasing range of contexts, however, e2e 
is being questioned. Technologies that undermine 
e2e are increasingly being deployed; other essen-
tial services, such as quality of service, are being 
developed in ways that are inconsistent with e2e 
design.

Once again, we have to bypass a significant historical 
error to get to the assertion: the Internet did not be-
come an end-to-end system after the 1981 publication of 
“End-to-End Arguments in System Design.” If any-

thing, the Internet became less “end-to-end”, as the 
comment just cited about “e2e being questioned and 
undermined” indicates. 

“The Policy Implications of End-to-End” workshop 
took place in 2000—25 years after the Internet was de-
signed, nearly 10 after it had been opened to the public, 
and nearly 20 years after “End-to-End Arguments in 
System Design” was written. The erosion of end-to-
end that Lessig bemoaned was a rational response to 
the repurposing of the Internet as a production net-
work heavily intertwined with news delivery, politics, 
social life, and commerce.

Although it’s appropriate to tinker and play with a re-
search tool, general use networks need to be robust, 
efficient, and reliable. Lessig was told as much by Cisco 
Systems engineer Christine Hemerick:78

…on this general subject of e2e-ness and wheth-
er or not by breaking the e2e model, we create a 
fatal, ethical, moral sin: I think it’s important to 
remember that a lot of the growth in this whole 
industry, data networking, has really been driven 
[by] our ability inside the core network to break 
the e2e model in ways that would favor economi-
cally overall growth scale and development of 
other applications.

... [When] we talk about the e2e-ness, there’s a 
lot of focus [on] what’s best for a particular end 
user or a particular sub-class or of user when 
the trade offs are much more complex than that. 
Had [Cisco Systems] not been able to implement 
[bandwidth management] capabilities within the 
network, nine, ten years ago, a lot of applications 
that we see running on networks today would 
never even have been implemented because there 
were other applications that were not properly be-
having and therefore did not give the opportunity 
for new applications to grow.

… I just reject the notion that somehow e2e is 
always good and breaking e2e is always bad. The 
situation is much more complicated than that.

Packet networks create a dynamic in which users and 
applications compete for network resources, drawing 
bandwidth on demand from a common pool. Traf-
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fic management inside the network seeks to allocate 
bandwidth fairly or at least rationally. A purely end-to-
end network would make bandwidth management dif-
ficult, if not impossible, so network operators do what 
they can to provide fairness. The erosion of end-to-
end in the transition of the Internet from research tool 
to public network is real; Lessig fails to recognize the 
reasons for it, however. His viewpoint seems grounded 
in the philosopher-king’s desire to enclose the hoi pol-
loi in systems which will direct their simple minds to-
ward noble pursuits, and he believes end-to-end is one 
of them. Consequently, he ignored expert advice and 
followed up this conference with additional books on 
threats to the Internet that ignored the major ones,79 
such as traffic inequality, limits to scalability, and mali-
cious code.

Regulators have to distinguish “good discrimination” that       

enhances social goals from “bad discrimination” that serves less 

noble ends.

End-to-end arguments are a way to find the best al-
location of functions in a distributed system that is 
thought to consist of multiple layers of communication 
protocols. Layered models of protocol design guided 
much of the network architecture work done for pack-
et networks in the 1970s and onward. There are seri-
ous drawbacks to conceptualizing network functions 
in terms of layers when layer boundaries are not drawn 
correctly, as we find when we implement large-scale 
networks according to the TCP/IP layering model. 
Many functions cross layer boundaries, end up in plac-
es they shouldn’t be, require duplicate implementation 
or cause a lot of “chatter” across layer boundaries. But 
these deficiencies weren’t discovered until the 1990s 
and aren’t widely understood outside the small com-
munity of network architects, as we saw in our review 
of the RFCs on Internet architecture and shall see 
again when we discuss recent attempts to move be-
yond the traditional Internet protocol structure.80

Fundamentally, network architects have used layering 
and end-to-end to ask questions about the assignment 
of functions in a network system, but in Lessig’s hands 
they become answers to such questions, a dogma that’s 
out of touch with the direction of leading-edge net-

work engineering theory for the past 20 years and a 
threat to the Internet’s fundamental dynamism. The 
ability of the Internet to evolve and to adapt to the 
needs of new applications and new populations of us-
ers is central to its success. It’s unwise to declare it a 
finished system that has to conform to regulations 
born out of conjecture, speculation, and intellectual 
combat in its very early stage.

If, as Lessig claimed, the end-to-end arguments were 
crucial to the Internet’s architecture, it’s a mystery why 
his exploration of them was limited to a single, brief, 
20-year-old paper. Surely a program of regulation 
aimed at protecting the Internet’s foundation principle 
warrants a deeper exploration of the principle.

network neutrality: the birth of a notion
In 2003, Lessig’s protégé, Columbia Law School pro-
fessor Tim Wu, attempted to refine the debate and ad-
vance the campaign for network regulation in a semi-
nal paper introducing the term “network neutrality.” 
In “Network Neutrality, Broadband Discrimination,” 
Wu conceded that a network forced to abide by Lessig’s 
wishes would be less “neutral” and fair than one not so 
constrained:81

Proponents of open access have generally over-
looked the fact that, to the extent an open access 
rule inhibits vertical relationships, it can help 
maintain the Internet’s greatest deviation from 
network neutrality. That deviation is favoritism of 
data applications, as a class, over latency-sensitive 
applications involving voice or video. 

The reason is that a network bereft of the “idiot savant 
behaviors” with which Isenberg had struggled would 
by its nature favor applications that didn’t need such 
services—specifically, content-oriented applications 
such as file sharing and static Web pages. Applications 
impaired by “stupid network” design span the space 
inhabited by real-time and communication applications 
such as VoIP, teleconferencing, sensor networks (“the 
Internet of things”) and gaming, but also the “bulk 
data” space of applications that need to move enor-
mous amounts of data with low cost. The one-size-
fits-all delivery service impairs real-time applications 
technically and bulk data applications financially, as 
the network has to provide them with a higher service 
quality than they require, which has a cost.
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Wu’s paper proposed not a ban on active management 
but a system of strict scrutiny forbidding network op-
erators from engaging in what he calls “discrimina-
tion” at their networks’ Internet interface. Wu defines 
“discrimination” as priority routing. On its face, a ban 
on discrimination is very appealing: the civil rights 
movement taught us all that discrimination is bad in 
the social context,82 so it must be bad in the network 
context as well.

Wu’s 2003 paper “Network Neutrality, Broadband          

Discrimination” tacitly expresses the wish that the Internet were 

not what it is. 

Unfortunately, Wu’s attempts to define discrimina-
tion have him chasing his tail. Fundamentally, regu-
lators have to distinguish “good discrimination” that 
enhances social goals from “bad discrimination” that 
serves less noble ends. Wu’s paper lists a number of 
instances in which a network behavior that places an 
inordinately high traffic load is restricted by the net-
work operator; he judges all of them discriminatory. 
On shared medium networks with dynamic band-
width allocation (of which the Internet is one), heavy 
users of network bandwidth increase delay for others 
unless the network prioritizes based on application re-
quirements (Isenberg’s “idiot savant behavior.”)  This 
is exactly the anti-neutrality inherent in unmanaged 
networks that Wu claimed to reject. Networks can’t 
be said to be neutral with respect to application re-
quirements if they allow high bandwidth applications 
to degrade other ones. 

Wu proposes a system in which network operators are 
free to police traffic on their residential networks in 
any way they please, as long as they don’t manage traf-
fic entering or leaving the portals that connect residen-
tial networks with the Internet core:83

What follows is a proposed antidiscrimination 
principle (a rule, only if necessary). The effort is 
to strike a balance: to forbid broadband operators, 
absent a showing of harm, from restricting what 
users do with their Internet connection, while 
giving the operator general freedom to manage 
bandwidth consumption and other matters of lo-

cal concern. The principle achieves this by adopt-
ing the basic principle that broadband operators 
should have full freedom to “police what they 
own” (the local network) while restrictions based 
on inter-network indicia should be viewed with 
suspicion.

This non-discrimination principle works by rec-
ognizing a distinction between local network re-
strictions, which are generally allowable, and in-
ter-network restrictions, which should be viewed as 
suspect. The principle represents ultimately an ef-
fort to develop forbidden and permissible grounds for 
discrimination in broadband usage restrictions. 

Wu creates a zone where discrimination is permissi-
ble—services delivered and consumed strictly within 
the ISPs network; and a zone where it’s not permissi-
ble—services delivered over the public Internet. From 
a technical perspective, Wu’s separation of permitted 
discrimination from non-permitted discrimination 
works only if the residential network and the Internet 
portal have precisely equal capacity and performance. 
In order for the portal to be immune from manage-
ment, it needs the capacity to deliver both inbound and 
outbound traffic without delay, no less and no more. 
This situation rarely occurs because the Internet is a 
dynamic system in which slower links are aggregated 
onto faster ones according to statistical estimates of 
peak traffic load. Any attempt to impose mandates for 
static allocation of bandwidth must be viewed with 
suspicion as they undermine networking economics as 
profoundly as Isenberg’s insistence on the single ser-
vice level would. It’s also not reasonable to demand 
equal performance for Internet-based services and lo-
cally based ones; the Internet itself introduces delay 
and variation in service delivery over which the ISP 
has no control. The further a packet has to travel, the 
more likely it will encounter congestion.

Wu insists on an unmanaged Internet portal because 
he wants to have it both ways. ISPs manage broadband 
network services in order to achieve more predictable 
behavior than the Internet offers. A telephony or tele-
vision service offered over a broadband network has to 
operate within performance bounds similar to those of 
the dedicated networks that were built for these servic-
es in the past. Internet access operates on a much loos-
er set of performance boundaries, of course. But Wu 
believes that an unmanaged Internet portal can pro-
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vide a high-performance path between service provid-
ers on the Internet and ISP customers that will permit 
greater consumer choice with respect to telephony and 
television services. This can only be true as a fact of 
engineering if the Internet portal is managed: it needs 
to assign higher priority to real-time streams than to 
those that carry content that’s not time-sensitive. The 
demand for an unmanaged portal actually frustrates 
the goal that Wu wants to achieve

Wu’s “Network Neutrality, Broadband Discrimina-
tion” tacitly expresses the wish that the Internet were 
not what it is; it hides the “stupid network” formulation 
in an unmanaged gateway, the precise place in which 
Internet engineers say active management code must 
reside. While its regulatory framework was a failure, 
Wu’s insight that the absence of traffic management 
in private networks actually increases the network’s 
structural bias was an enormously helpful contribution 
to the debate on network regulation. Less helpful is his 
attempt to draft legislation from the functional layer-
ing model.

Functional Layering as a network regulatory 
Model
After Lessig and Wu, a large number of Cyberlaw 
theorists and policy advocates jumped aboard the 
functional layering bandwagon with papers proposing 
systems of function-based network regulation follow-
ing from their understanding of network structure. 
These arguments presume that the functional layer-
ing models of network protocol structure developed in 
the 1970s—such as the ISO Reference Model and the 
TCP/IP model—are complete, correct, and inviolable. 
Richard Whitt, then with MCI, made the following 
typical claim for the layering regulatory paradigm:84

Layers analysis offers a fresh and compelling way 
to look at legacy U.S. legal and regulatory poli-
cies. In the e-commerce world, where ISPs face 
the prospects of legal liability for the actions of 
third parties using their network, a horizontal 
layers framework exposes the very real dangers 
of overzealous and ill-reasoned regulation at 
disparate layers. In the world of telecommunica-
tions regulation, the framework provides a valu-
able new mechanism for assessing harm from the 
exercise of undue market power, and suggesting 
practical alternatives. In particular, a layers mod-

el can assist policymakers in targeting regulation 
to foster needed competition at the core (or lower 
layers) of the network, while preserving and en-
hancing innovation at the edge (or upper layers). 
Well founded on fundamental engineering principles, 
and buttressed by economic analysis, the layers 
principle, as expressed in this Article’s notion of 
a Network Layers Model, should be adopted by 
policymakers as a necessary and productive pub-
lic policy tool. [Emphasis added]

Similar claims were made by Lawrence B. Solum and 
Minn Chung,85 Yochai Benkler,86 Kevin Werbach,87 
Rob Frieden,88 and several others. The discovery of 
functional layering caused as much excitement in the 
regulatory policy community as it had in the engineer-
ing community 25 years previousy.

The network engineering community increasingly regards 1970s 

functional layering models as fundamentally flawed.

Unfortunately for the regulatory debate, scholars and 
advocates tended toward a common misunderstanding 
of layering in which layers function in relative isolation 
from one another, at most affected by lower layers. In 
real networks, applications are affected by the ability 
of networks to move information between systems on 
the application’s behalf, but networks are also affected 
by the quantity of information that applications wish 
them to move. Applications are the source of nearly 
all the traffic that moves through a network (network 
functions move a bit of housekeeping information) and 
are therefore primarily responsible for the effects seen 
by other applications. The most that network func-
tions can do for applications is move delays around 
according to some predetermined policy. Despite the 
fact that applications are ultimately in charge of any 
network, layering theorists placed ever-greater regula-
tory burdens on “lower” functional layers and attrib-
uted “innovativeness” exclusively to applications. The 
relationship between innovation and service is actually 
much more interconnected than this simplistic analysis 
suggests.

More important is the fact that the network engineer-
ing community increasingly tends to regard 1970s 
functional layering models as fundamentally flawed 
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and a barrier to progress. This sentiment was expressed 
cogently in RFC 343989 (and the works it cites going 
back to the early 1990s) and continues to come up in 
architecture discussions. A recent e-mail thread on the 
IETF’s tsv-area list on the distinction between appli-
cation and transport protocols says the following:90

The distinction between these two layers (trans-
port and application) is quite blurry when it 
comes to “applications” that end up being used 
as middleware for other applications. Application 
protocols stacked on other application protocols 
3 or 4 deep is no longer uncommon, and defi-
nitely makes our layering models look ridiculous. 
Personally, the model we have where layers have particu-
lar names (“link”, “network”, “transport”, etc.) has been 
useful to get this far, but needs to be thrown away to prog-
ress. Does anyone really enjoy explaining to their 
interns and students that IPsec is layer 3 1/3 and 
MPLS is layer 2.5 after they’ve only just begun to 
grok the basic layered model? 

To me, if a piece of code is controlling transmis-
sion in terms of things like timing, segmenta-
tion/reassembly, error checking, ACK, retrans-
mission, on behalf of some set of applications, 
then it smells a lot like a “transport.”  John Day91 
has noticed that the same thing can be said about 
part of the link layer, and realized that these are 
all just different flavors of the same flow and 
error-control parent class in his PNA. This fits 
reality much better than giving strict names to 
layers at what have now become arbitrary points 
within the stack. [Emphasis added]

At a time when network engineering is re-thinking the 
30-year-old functional layering model that was never 
more than a conjecture in favor of simplified, recursive 
models, Cyberlaw scholars and activists are trying to 
freeze it in law as a fundamental principle. This discon-
nect should be cautionary to network architects: every 
time an architect sneezes, apparently, a 20-year chain 
of events is triggered that will ultimately result in a 
policy advocate insisting on a new regulation. 

While these regulatory debates were taking place, the 
Internet was undergoing the most profound transfor-
mation in its history, the transition from a tool for net-
work research to an open, commercial system available 
to anyone with a personal computer and a modem.

bIrth oF the pubLIC Internet
From its advent in 1972 as part of the design of CY-
CLADES to its new role as the arbiter of good and 
evil in Cyberlaw, the end-to-end principle underwent a 
profound mutation. What was initially a mode of oper-
ation that facilitated experimentation and network di-
versity, enabling engineers to discover effective means 
of optimizing networks, had become a prohibition on 
the very engineering practices that network architects 
had always considered part of their mandate. Although 
this transformation was caused in part by nervousness 
about potential practices by telecom carriers and cable 
operators, it was accompanied by the transition of the 
Internet from a research network to a worldwide sys-
tem used by hundreds of millions of unsophisticated 
users.

A mode of operation that initially facilitated experimentation 

had become a prohibition.

The early research networks were funded and built 
as learning vehicles, but the advent of the personal 
computer created the need for a general-use network 
to interconnect them all. There were four candidates 
to serve this need: Digital Equipment Corporation’s 
DECNet, the Xerox Network Services (XNS)92 ar-
chitecture, the Open Systems Interconnection (OSI)93 
protocol suite created by the International Organiza-
tion for Standardization (ISO), and TCP/IP.94 

By the time Tim Berners-Lee implemented his World 
Wide Web we were 10 years into the PC era, and the 
XNS protocol suite was the accepted standard in net-
work protocols. Vastly more popular than TCP/IP,95 
XNS was the standard upon which most corporate 
and university Local Area Networks (LANs) were de-
ployed: versions of XNS were found in the LAN prod-
ucts of Novell, 3Com, Banyan, and Ungermann-Bass, 
the four dominant LAN companies of the 1980s. Digi-
tal’s DECNet had been deployed by the company’s cus-
tomers for nearly 15 years, and had devised solutions to 
the common problems of congestion control and route 
synchronization. The OSI protocols were little used, 
despite a token investment by the U.S. Department of 
Commerce, because they were perceived to be ineffi-
cient, overly complex, and difficult to implement.96
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If the choice of a protocol suite had been made on 
purely technical grounds, we’d be using a variant of 
XNS now (if not Digital’s DECNet, or OSI, or CY-
CLADES itself). XNS properly distinguished the 
three principal objects in a network system, names, 
addresses, and routes, which TCP/IP lumps together. 
XNS was capable of supporting multi-homed services, 
mobility, and network-local addressing, three critical 
features that challenge TCP/IP. Berners-Lee hap-
pened to implement his Web on the TCP/IP network 
installed at CERN, his place of employment when he 
wrote the code. CERN’s TCP/IP had only been con-
nected to the Internet one year earlier, and this con-
nection must have helped inspire Berners-Lee to build 
his system of networked hyperlinks. CERN in any case 
was the main Internet portal in Europe, connected to 
the United States by a T1 line subsidized by IBM.97

The Internet became the dominant packet network because it was 

in the right places at the right time. 

 Shortly after CERN connected to the Internet and 
Berners-Lee began fiddling with his Web, the Internet 
began to open up to the general-use marketplace. The 
first Commercial Internet Exchange (CIX) opened 
in 1991, connecting PSI, UUNet, and CERFnet. The 
Delphi bulletin board opened an e-mail gateway to 
the Internet in 1992, AOL and CompuServe followed 
shortly thereafter and by 1995 commercial use of the 
entire Internet was finally allowed.98 By the time the 
last restrictions were lifted on Internet use, the Web 
had become a powerful pull and the online services 
all provided access to it. It was the existence of a net-
work infrastructure and the combination of email and 
the Web that made TCP/IP the international standard 
for packet switching, not the structure of the protocols 
themselves.

The argument is frequently made that it would have 
been impossible to build the Web on a network that 
didn’t have an end-to-end structure, but there’s no 
reason why this should be the case. Had CERN con-
nected to an NCP ARPANET instead of to the TCP/
IP Internet, the Web would have been no harder to im-
plement.99 The Web is composed of client and server 
application programs communicating through virtual 

circuits, not customized transport protocols. NCP AR-
PANET was perfectly capable of supporting applica-
tion programs: that was its primary purpose.

TCP/IP became the de facto standard for glob-
al packet communications in somedegree  
because the applications that ran on the Internet—e-
mail and the Web—were more compelling or easier to 
deploy than those that ran on the competing networks. 
But more significantly, it had the advantage of being 
backed by the U.S. Department of Defense, which had 
paid a series of contractors to produce reference imple-
mentations of its protocols. OSI was supported by the 
U.S. Department of Commerce, but it didn’t provide 
a comparable level of funding, leaving software to the 
private sector. Xerox didn’t profit from the use of its 
XNS protocols in LAN products, and apparently saw 
no advantage in having its technology adopted as a 
worldwide standard; Digital Equipment Corporation 
offered DECNet to ISO, but was rejected in favor of 
a home-grown approach that was quite heavily influ-
enced by DECNet.100

But the most important reason TCP/IP won the proto-
col wars had less to do with design than with material 
reality: unlike CYCLADES, XNS, DECNet, and OSI, 
TCP/IP had a far-reaching network infrastructure. 
The Department of Defense extended ARPANET to 
Europe in the early 1970s, and the National Science 
Foundation extended its NSFNet to Europe and Ja-
pan by the time the World Wide Web was created at 
CERN, while XNS and DECNet networks ended at 
corporate boundaries and CYCLADES had been de-
commissioned by the French government. 

The operator of NSFNet provided a commercial ser-
vice called ANS, and other commercial networks such 
as PSI, CERFNet, and UUNet had connected for-
profit enterprises since the 1980s. In 1991, they formed 
the Commercial Internet Exchange (CIX) and con-
nected with each other without settlement fees or pay-
ments to ANS. There were two Internets in that era, 
one supported by NSFNet and bounded by an Accept-
able Use Policy forbidding commercial activities and 
another supported by mutual agreements among ISPs 
and explicitly friendly to commerce. The two Internets 
were connected to each other in an arrangement rem-
iniscent of Hong Kong and mainland China, as one 
network with two acceptable use policies.
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By the time the Web was ready for wide-scale deploy-
ment, there was one and only one worldwide infra-
structure upon which it could be deployed, a signifi-
cant portion of which was provided by commercial 
concerns. The advent of the Web caused the Internet 
to undergo yet another period of transformation.

the end-to-end tax: “world wide wait”
Before the Web, commercial Internet use was driven 
by the desire to use e-mail across company boundaries. 
E-mail is the least challenging of network applications 
from an infrastructure perspective as it tends to con-
sist of short files with extremely loose temporal deliv-
ery requirements: it doesn’t matter whether your e-mail 
correspondent receives your message several seconds 
(or even minutes) after you send it, as long as it’s deliv-
ered. It’s the classic example of the “data application” 
Tim Wu says is favored by non-discrimination rules. 
The rise of the Web and the clamoring among custom-
ers of time-sharing services such as AOL and Delphi 
to use it created a pair of new problems for the Internet 
infrastructure.

TCP’s strengths manifest themselves the longer the door remains 

open. 

The first was easily predictable: unlike early Internet e-
mail which as text only, Web pages contained graphic 
images that made them larger than e-mails by an or-
der of magnitude. Large pages meant more traffic, and 
the interactive nature of the Web demanded that this 
increased volume of traffic be moved quickly. Deal-
ing with an increase in traffic is easy: network opera-
tors simply obtained higher-speed links, just as the 
research Internet had increased its capacity by trading 
its early 56 Kb/s mesh for the 1.44 Mb/s (and ulti-
mately much faster) NSF backbone. But upgrading 
link capacity didn’t generally result in better perceived 
performance: Web pages on fat pipes didn’t seem to 
load much faster than those on skinny pipes. Access 
to the World Wide Web quickly became an exercise 
in a frustrating “World-Wide Wait.” Analysis of slow 
Web access by the W3C Consortium, the keepers of 
the Web standards, pointed the finger at poor interac-
tion between the Web’s Hypertext Transfer Protocol 
(HTTP) and TCP:101

One of the goals of W3C Activities is to “save 
the Internet from the Web’’—to alleviate Web-
induced bottlenecks that might otherwise stifle 
further Web growth. To appreciate how some 
bottlenecks have been addressed, we must delve 
into the HTTP protocol, Cascading Style Sheets, 
and Portable Network Graphics.

…To function efficiently, HTTP must take advan-
tage of TCP/IP’s strengths and avoid its weak-
nesses, something that HTTP/1.0 doesn’t do very 
well. For example, in HTTP/1.0, every URI that 
appears in an HTML document initiates a new 
request by a client to connect to a server; such re-
quests are part of TCP. Even if ten URIs in a row 
refer to the same server, it is not possible to “keep 
the TCP door open” for more than one request. 
Since TCP’s strengths manifest themselves the 
longer the door remains open, it makes sense to 
eliminate unnecessary TCP open requests. After 
all, why spend all this time establishing a con-
nection to a Web server only to close it and open 
another? HTTP/1.1 addresses this issue with an 
open door policy known as persistent connections. 

The phrase “TCP’s strengths manifest themselves the 
longer the door remains open” refers to one of the con-
sequences of Jacobson’s Algorithm: TCP connections 
now begin in a condition called “Slow Start”, effectively 
the same as the “one packet at a time” condition of the 
old NCP ARPANET. Jacobson’s Algorithm behaves 
this way in order to protect the Internet from overload, 
but the algorithm manifests a weakness inherent in nd- 
to-end management of congestion: each TCP connec-
tion comes into the world ignorant of the Internet’s 
congestion state; it must learn the network’s state from 
experience, and by the time it has gathered this knowl-
edge it may be unable to apply it. As HTTP 1.0 opened 
and closed TCP connections willy-nilly (one for each 
graphic image, style sheet, and external reference plus 
one for the page’s text), they didn’t stay open long 
enough for Jacobson to graduate from Slow Start to 
full speed. Connections in Slow Start don’t get much 
faster with fatter pipes; they’re throttled by the round-
trip transit time as well as processing delays between 
browser and web server, a figure that’s often dominat-
ed by network-independent factors. Slow Start is a con-
dition where the server application has to stop and wait 
for replies from the client, even though network capac-
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ity may be available for more efficient use; it’s an ineffi-
ciency directly related to the time end-to-end functions 
spend learning about network conditions and perform-
ing application-oriented processing functions.

Tim Berners-Lee didn’t design HTTP 1.0 the way he 
did because he had a desire to increase frustration 
on the part of web users, he designed it simply, in ac-
cordance with his cursory knowledge of the Internet 
protocols.  Alleviating the World-Wide Wait required 
a redesign that added considerable complexity to web 
software, HTTP 1.1. The complexity of HTTP 1.1 was 
thus a side-effect of Jacobson’s Algorithm, in effect an 
end-to-end tax in the form of a protocol redesign to 
align the application with transport protocol behavior. 
While Jacobson’s patch was an expedient solution to 
the congestion collapse induced by ftp-over-Ethernet, 
it impaired the next big new application down the 
line.

The problems with adapting the Web to the Internet 
illustrate a primary vulnerability of end-to-end net-
works, the fact that application programmers need to 
have quite detailed knowledge of the network’s traffic 
dynamics to avoid creating pathological conditions. In 
theory, functional layering is supposed to isolate net-
work concerns from application design; in practice, 
new applications often produce dramatic side effects 
on network routers. Single-function layers are much 
more interdependent than independent.

Internet Innovation Cycle
The Web’s impact on the Internet and the engineering 
community’s response to it teach a lesson about the real 
dynamics of innovation on the Internet. Net neutrality 
advocates enjoy platitudes about the Internet enabling 
“innovation without permission,” but the reality of ma-
jor innovation is much more complex. Each new style 
of application alters the mix of traffic on the Internet, 
which is always tuned to support a particular range of 
traffic mixes reasonably well. In response to the new 
application, operators make adjustments in provision-
ing, and recommend changes in the application. When 
the applications make these changes, things work rea-
sonably well, but not until. So the cycle is like this:

Internet is in equilibrium.1. 
New application alters the mix.2. 
Internet operators adjust to application.3. 

Application adjusts to the network.4. 
Equilibrium is regained.5. 

This is precisely the cycle that saved the Internet from 
congestion collapse in the 1980s and from the World-
Wide Wait in the 1990s: the Internet changed, and so 
did the application. A similar evolution is taking place 
around P2P file transfer applications, which will have to 
be domesticated to stop destabilizing the Internet.102

ChaLLengeS to the Internet 
arChIteCture
The Internet is a thoroughly impressive feat, intercon-
necting some 1.5 billion users worldwide and continu-
ing to grow. More than two-thirds of the people in 
North America and Western Europe are already con-
nected to the Internet, and penetration continues in 
the rest of the world. The four billion mobile phones 
deployed worldwide are being upgraded from simple 
phones with voice and SMS capability to smart phones 
capable of accessing the Web, and Internet service has 
sprung up all over the world thanks to Internet cafes 
and access via wireless links. The Internet faces a num-
ber of critical challenges to growth, not to mention 
day-to-day management. 

denial of Service attacks
A network such as the contemporary Internet that is 
open to new applications and uses is inherently vul-
nerable to abuse. A network that’s open to innovation, 
dependent on expert administrators, and largely un-
secured—as the Internet was before it was opened to 
the general public—is even more vulnerable. Malicious 
code is among the innovative new applications the Internet 
has fostered, so putting an end to Denial of Service 
attacks, spam, identity theft, digital piracy, and botnets 
without sacrificing the flexibility to experiment with 
new applications is among the chief challenges facing 
the Internet.

traffic Jams
Growth in the user population stresses the core links 
that carry Internet traffic across and between conti-
nents, dictating billions of dollars of annual investment 
simply to keep up with increased demand for ordinary 
services, and additional investment to provide new 
data-intensive services such as online video. Some gov-
ernments are reacting to the collapse of the global fi-
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nancial system by funding infrastructure programs to 
increase the capacity of local access networks. The suc-
cess of these projects will create a need for more capac-
ity all the way from first-mile access networks to the re-
gional aggregators known as the “middle mile” to the 
optical core and on to the transcontinental undersea 
cables. This activity will almost certainly result in an 
increase in network traffic103 that exceeds the capacity 
of Moore’s Law efficiencies to accommodate without 
increased investment. This problem is compounded by 
the fact that a small minority of Internet users account 
for the majority of usage. But traffic growth is not the 
most significant threat to the Internet, scalability is.

address unknown
The demand for Internet connections far outstrips 
the capability of existing Internet protocols to support 
such basic functions such as addressing and routing. 
Only 20% of the earth’s population is connected to the 
Internet today, and well over half of all the addresses 
that the Internet Protocol can ever use are currently in 
use. The design of IP insists that addresses be globally 
unique, so the existing pool can’t be cleverly reused 
in local pools as addresses in local area networks are 
reused by Network Address Translators (NATs).

The Internet’s technical overseer, the Internet Engi-
neering Task Force (IETF) proposes that the existing 
Internet Protocol, IPv4, be replaced by a new version, 
IPv6, which provides much larger addresses (128 bits 
vs. 32 bits). Ten years after its designation as the of-
ficial successor to IPv4, IPv6 remains a curiosity in 
the United States and Western Europe, but is widely 
used in China. Part of the problem is the failure of the 
IETF to design IPv6 as a compatible upgrade to IPv4; 
transition is painful. 

While the 128-bit address in IPv6 solves the “address 
exhaustion” problem, it creates another one that’s at 
the same time more technically obscure and more dif-
ficult to resolve. 

the proliferation of prefixes
There’s reason to believe that the current addressing 
and routing architecture of the Internet is on a colli-
sion course with Moore’s Law. The pool of addresses 
that can be used by the common version of the In-
ternet Protocol, IPv4, will be exhausted in the next 
few years, at which point we will replace it with IPv6. 

While IPv6 will alleviate the address exhaustion prob-
lem, it will aggravate a more serious problem affecting 
the Internet, namely that of route fragmentation.

The global Internet currently consists of 1.5 billion com-
puters on 60,000 distinct networks known as “Autono-
mous Systems” (ISPs, commercial firms of other types, 
public sector organizations, or multi-homed hosts) 
bound together by a system of 300 Internet Exchanges 
in which 300,000 routing prefixes are exchanged using 
BGP. The number of routes is significantly less than 
the number of computers because Autonomous Sys-
tems aggregate routes to computers whose addresses 
fall in consecutive ranges. If an ISP owns addresses 
68.86.0.0 to 68.86.255.254, it only needs to advertise 
one route for each address in the range at the exchange 
points at which it accepts packets. Address exhaustion 
causes addresses to be allocated by Regional Internet 
Registries (RIRs) such as the American Registry of In-
ternet Numbers (ARIN) in smaller groups, increasing 
the number of routing prefixes that must be exchanged. 
One of the objectives of IPv6 is to allocate Provider-
Independent (PI) addresses so that firms can switch 
ISPs without renumbering systems. PI addressing de-
feats route aggregation, the principal method used to 
keep the number of routes that have to be remembered 
by edge routers manageable. 

The net result of IPv4 address exhaustion, the tran-
sition to IPv6, and PI addressing is massive growth 
in the number of routes that have to be exchanged, 
retained, and processed. The semiconductor parts that 
do this processing are already outside the scope of 
Moore’s Law as they’re specialized, high-performance 
components not produced by the factories that reap the 
benefits of improvements in manufacturing processes; 
they’re not going to get faster and larger at the rate we 
need in order to stay ahead of route proliferation. 

So the cost of Internet routers is set to go up, perhaps 
alarmingly, in the near future, making it even more 
difficult for small ISPs to be competitive. These is-
sues were discussed at an Internet Architecture Board 
Workshop on Routing and Addressing in 2006, which 
concluded:104

The clear, highest-priority takeaway from the 
workshop is the need to devise a scalable routing 
and addressing system, one that is scalable in the 
face of multihoming, and that facilitates a wide 
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spectrum of traffic engineering (TE) require-
ments. Several scalability problems of the current 
routing and addressing systems were discussed, 
most related to the size of the DFZ [Default Free 
Zone] routing table (frequently referred to as the 
Routing Information Base, or RIB) and its im-
plications. Those implications included (but were 
not limited to) the sizes of the DFZ RIB and FIB 
(the Forwarding Information Base), the cost of 
recomputing the FIB, concerns about the BGP 
convergence times in the presence of growing 
RIB and FIB sizes, and the costs and power (and 
hence heat dissipation) properties of the hard-
ware needed to route traffic in the core of the 
Internet.

The Internet’s leading engineers and researchers be-
lieve concerns about the scalability of the routing sys-
tem are real and will be aggravated by the addition of 
smart phones to the Internet, with a potential tripling 
of the Internet device population.

As the Internet continues to evolve into a multi-service, 
general use, reliable network, it will adopt the man-
agement mechanisms necessary to provide enhanced 
services. It’s no longer adequate to rely on a network 
heavily optimized by design for short file transfers, 
we need a network that can support a rich set of real-
time services such as telephony and conferencing on 
the one hand and large file transfers on the other. The 
means by which to do this are well understood. But in 
the final analysis, the current design of the Internet 
protocols contains the seeds of its own obsolescence. 
The IPv4 address pool is limited, the Internet’s routing 
methods aren’t scalable, and a one-size-fits-all delivery 
specification isn’t adequate. There are several examples 
of these problems.

Lte needs Quality of Service for Voice
Long Term Evolution (LTE)—the 3rd Generation 
Partnership Project’s (3GPP) 4G wireless network of 
choice—is on its face a triumph for the Internet—an 
all-IP network that will ultimately support voice as well 
as video streaming, Web access, and bulk file transfer 
service. But it’s not going to attempt this feat of con-
vergence with the single, best-effort delivery class that 
we’re used to on the consumer Internet. 

LTE is intended to use a system called IP Multimedia 
Subsystem or IMS. IMS is a work in progress, current-
ly at revision 8, intended to allow full interoperability 
within and between IP-based wireless networks with-
out sacrificing the QoS requirements of telephony or 
the billing opportunities that carriers depend on. IMS 
is a controversial system with net neutrality advocates 
since it violates the more radical definitions of net neu-
trality, giving special treatment to voice packets over 
all others and creating new opportunities for revenue 
collection.

InterStream needs Quality of Service for Video
InterStream is a system that’s intended to achieve high-
quality delivery of streaming high-definition video 
over the public Internet through a system of expe-
dited routing and edge-caching. InterStream provides 
premium delivery for premium content, and as such, 
may offend some ideas about end-to-end neutrality. 
It’s appealing to content producers, though, because it 
provides a positive incentive for consumers to refrain 
from downloading pirated movies: InterStream  offers 
a high-quality viewing experience on-demand, for a 
reasonable fee and largely eliminates the need for Deep 
Packet Inspection-based piracy mitigation.

rIna rethinks protocol Layering
The Recursive Internetwork Architecture—RINA—
reconstructs the overall structure of Internet naming, 
addressing, routing, and functional decomposition 
along a model entirely different model from the mod-
el that evolved in the Internet.105 Instead of breaking 
down network protocols into a “layer cake” structure 
in which each layer is performs a different function, 
RINA constructs a single recursive layer that repeats at 
different ranges of resource allocation and scope. 

RINA might translate into one scope within a comput-
ing device; another within a private network; anoth-
er across the ISP network; another across the public 
network core; and so on. This design makes solutions 
to such problems as attack mitigation, multi-homing, 
mobility, and security trivial to implement, because it 
provides an interchange function at the border of each 
administrative boundary where policies can be easily 
implemented. RINA replaces the “hour glass” struc-
ture of the current Internet protocols with a “barbell” 
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structure, providing interoperability to diverse appli-
cations and network media through a common pair of 
protocols implemented multiple times.

RINA aims to partition resource allocation, but not 
functionality as the layer-cake system does. RINA 
might have a customized layer to handle extremely 
high-speed networks, for example, but its overall func-
tion would be the same as the handler for low-speed 
networks.

The fundamental insight of the RINA model is the 
realization that networking is a generalization of the 
inter-process communication (IPC) that takes place 
inside modern operating systems. An application re-
questing network communication is just doing IPC 
with somewhat longer delay. In both cases, the prima-
ry function is to pass messages between processes that 
happen to be running on different machines. When 
processes utilize IPC within the scope of their host 
system, they don’t have to know the physical memory 
address of the message or the identifier of the compan-
ion process; they supply logical identifiers and rely on 
the operating system to do the rest. In network IPC, 
the process should be the same. 

In operating systems, we learned that at least three lev-
els of names were required: application names, logical 
addresses and physical addresses. The Internet only 
has the latter. This is at the root of most of the scaling 
problems in the Internet today. RINA recognizes that 
given the greater scope both in resources, numbers, 
and physical range and that no set of specific algo-
rithms and parameters can effectively cover the entire 
range uses layers with the same protocols and different 
policies to manage smaller ranges. This same repeat-
ing structure also allows the scaling issues in routing 
table growth to yield to a divide and conquer strategy.

In principle, the RINA model could be implemented 
with TCP/IP, but with some loss of functionality. In 
practice it would be more likely to employ a protocol 
modeled on something like Richard Watson’s Delta-
t106 which fits the model better and has greater simplic-
ity and reliability.

RINA solves the problems of route proliferation pre-
viously mentioned, to the extent that it enriches the 
existing base of IP processing equipment. 

RINA, and similar but more traditional efforts such as 
the Information Sciences Institute’s Recursive Network 
Architecture (RNA),107 a traditional functional decom-
position, raise an important issue for regulation of the 
current Internet: there’s a strong desire among some 
Internet regulators to mandate specific handling of IP 
datagrams. What happens to this regulatory approach 
when an entirely different protocol begins to circulate 
on the infrastructure currently dedicated to IP? This 
eventuality is almost certain to happen within the next 
few years, so the regulatory issues it raises are urgent. In 
fact, a great deal of the inter-ISP traffic in the Internet’s 
optical core is carried today by non-Internet protocols 
such as ISO CLNP and DECNet IS-IS.

We need a regulatory framework for the Internet that promotes 

innovation inside the network as well as outside, and discourages 

bad behavior by operators, application providers, and users alike.

The importance of RINA is that a recursive IPC model 
of allocating resources creates a more vibrant market 
environment that naturally encourages competition 
and innovation, fundamentally altering the regulatory 
environment. Advances in network architecture sup-
port innovation and increase competition in their own 
right.

LeSSonS FroM end-to-end’S eVoLutIon
In Louis Pouzin’s original formulation, network en-
gineering was a process of ongoing experimentation 
consisting of design and deployment followed by either 
standardization or redesign. He created a sandbox for 
experimentation on network protocols in the CYCLA-
DES network by employing datagrams in his network 
infrastructure and virtual circuits in the host comput-
ers attached to the network. He believed this division 
of labor would allow the greatest degree of freedom to 
experiment with network protocols, and provide the 
best guidance as to which functions needed to be pro-
vided in the core of production networks and which 
were best left to the hots.

One of the unfortunate consequences of the connec-
tion of ARPANET to Western Europe and the rise of 
X.25 packet network service by the European PTTs 
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was the decision by the French government to with-
draw funding for CYCLADES, as TCP/IP thinking 
was well behind Pouzin. The second phase of proto-
col experimentation—core deployment for necessary 
functions—was overlooked by the TCP/IP commu-
nity until the failure of “stupid network” control struc-
tures to work well over long, fat pipes, in the presence 
of malicious hosts, and in the absence of routing ar-
chitecture forced a reconsideration. Internet engineer-
ing is now beginning to embrace an iterative Pouzin 
process.

Broadband network transport services create opportunities for  

innovation.

Legal theorists and policy advocates haven’t kept pace 
with changes in the understanding of network archi-
tecture that have taken place since the publication of 
“End-to-End Arguments in System Design” in 1981. 
This is unfortunate, as they continue to argue for net-
work operation mandates that have long since been 
discarded by the Internet operations and engineering 
community. It’s in the public interest for the Internet 
to retain its dynamism and vibrancy, its ability to ab-
sorb upgrades that allow it to support an ever-more-
diverse mix of applications without sacrificing cost 
and performance. 

End-to-end arguments, however we define them, are 
fine as far as they go, but they don’t go far enough to 
promote the same degree of innovation in network-
enabled services as they do for network-independent 
applications. At the same time, it’s inappropriate to 
allow network operators unbridled freedom to oper-
ate networks as they see fit. Too many people depend 
on the broadband Internet to connect them to sources 
of information and interactions that are vital to their 
lives. We need a network regulation framework that 
promotes innovation inside the network as well as out-
side, and discourages bad behavior by operators, appli-
cation providers, and users alike. This is no easy task.

While the approaches that advocates of net neutrality 
have proposed are defective with respect to Internet 
architecture, they do at least represent an effort to reg-
ulate according to essential properties. Other regula-
tors have simply tried to extend a system of constraints 

devised for monopoly telephone networks onto the In-
ternet, an approach that does violence to its dynamic 
nature: Congressman Ed Markey’s various Internet 
Freedom Preservation Acts fall into this category, as 
they would foist telephone network regulations on the 
Internet. The Internet isn’t simply a telephone network 
with greater bandwidth; it’s an entirely different ap-
proach to telecommunications. Hence, Internet regu-
lations need to depart from the telephony model. The 
best option is to look toward non-technology-based 
frameworks, such as those developed in competition 
and consumer protection contexts.

In Search of a regulatory Framework 
Telecommunications regulation in the United States 
is shaped by an approach that’s based on “regulatory 
silos” in which a unique set of rules loosely based on 
traditional notions of common carrier obligations 
is devised for each new communications technol-
ogy. Former FCC commissioner Kathleen Abernathy 
explains:108

In a world where multiple competitors offer 
bundles of IP-enabled services over broadband 
platforms―including voice, video, and data ser-
vices―what is the appropriate regulatory frame-
work? Should we continue to apply traditional 
common carrier principles at the federal and state 
level to wireline telecom carriers and perhaps 
extend such requirements to other network own-
ers, such as cable operators, wireless broadband 
providers, and BPL system operators? Or should 
policymakers phase out these traditional forms 
of regulation—with the old regulatory silos for 
wireline, wireless, cable, and satellite services—
and adopt instead a far more streamlined regula-
tory framework that concentrates on core social 
policy obligations? I have consistently argued that 
the latter approach is more rational, better for the 
industry, and, most importantly, better for con-
sumers.

Regulatory silos create an inconsistent patchwork of 
telecommunications rules that invites special-interest 
intervention in the regulatory process and delays the 
adoption of new technologies. The functional layer-
ing model of network regulation proposed by network 
neutrality advocates is an attempt to correct the incon-
sistencies in the regulatory silos model, but simply ro-
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tates the silos 90 degrees to the right, replacing vertical 
stovepipes with horizontal ones.  Functional layering 
advocates consult the Open Systems Interconnection 
Reference Model (OSI/RM)109 to learn the proper 
roles of network layers, and seek to freeze these de-
scriptions into regulation. This approach makes several 
critical errors, as we’ve explained. The OSI/RM was a 
conjecture about how functions might be modularized 
that was devised in the absence of experience.  Modu-
lar implementation is sound engineering practice, but 
only after experience has shown how functions fit to-
gether. Ongoing experimentation with network imple-
mentation and operations tell us that we don’t have the 
answers yet.

Striking the balance
A more rational approach to network regulation is to 
recognize that networks are platforms for the delivery 
of services to people. Some of the services delivered by 
residential broadband networks are well understood, 
such as IP transport services, TV programming, and 
telephony. Some of these services, IP in particular, act 
as additional platforms for the delivery of addition-
al services by third parties, such as social networks, 
search, auctions, and content delivery.

Bandwidth caps can be relaxed if the network is free to delay 

high bandwidth file transfers under conditions of congestion. 

The addition of new transport services to a broadband 
network increases the opportunities for innovation by 
third parties. An enhanced IP transport service with 
limited latency would, for example, enable third par-
ties to deliver wideband video conferencing reliably, 
regardless of transient network conditions that would 
otherwise impair it. Such transport services would also 
improve the experience of interactive gamers and im-
prove the quality of telemedicine applications. At the 
other end of the latency spectrum, wireless providers 
tend to cap and meter high bandwidth applications in 
order to reduce overall network load. Bandwidth caps 
can easily be relaxed if the network is free to delay high 
bandwidth file transfer applications under conditions 
of congestion. If network operators are permitted to 
sell two, three, four, or more levels of IP transport ser-
vices instead of one, innovation wins.

If innovators do their jobs, new services will emerge 
on these networks faster than regulators can antici-
pate them, but an effective, general purpose frame-
work makes crafting of specific rules for new services 
unnecessary: the framework would rely on univer-
sals which can be expressed in a simple test, where 
most of the following conditions need to be satisfied: 

Does the service perform as advertised?1. 
Is the service offered for sale in a reasonable 2. 
and non-discriminatory manner?
Does the service increase competition or con-3. 
sumer choice?
Are the specifics of the service available to third 4. 
party innovators?
Does the service promote the public interest?5. 
Does the service unfairly discriminate against 6. 
other companies to benefit the company intro-
ducing the service?
Does the service promote improvement in net-7. 
work infrastructure?
Is the service consistent with current or emerg-8. 
ing network standards?

The strongest argument for the services approach to 
network regulation is that it conforms to the dynamic 
and evolving nature of information networks better 
than any other approach. Rather than seeking to ex-
tract maximum public benefit from aging and obsolete 
networks, it promotes evolution toward better ones.

ConCLuSIon
Network neutrality advocates argue that the Inter-
net as we know it lives on borrowed time without the 
regulations they seek to impose on platform business 
models and packet management. These prophesies of 
doom are so old, repetitive, and shallow that they lack 
credibility. 

Although  fears of a telecom and cable industry take-
over of the Internet are vastly overblown, one of the 
network neutrality advocates’ intuitions is correct: the 
Internet as we know it most certainly will cease to ex-
ist one day, just as ARPANET, CYCLADES, and the 
very first worldwide network for digital communica-
tions, the telegraph network,110 have ceased to exist. 
The Internet will one day become too expensive to 
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operate and will be replaced by a better system. The 
fact that this will occur has more to do with limits 
to growth designed-in to the Internet and the general 
tendency of technologies to improve. The Internet as 
we know it will become a part of a larger network be-
fore it disappears, however.

Humans have a natural tendency to fear change. Com-
plex technologies like the Internet probably exagger-
ate this tendency because they require a great deal of 
study to master— and people are reluctant to lose the 
benefit of all that work simply because a better system 
comes along. Arguments for freezing the Internet into 
a simplistic regulatory straightjacket often have a dis-
tinctly emotional character that frequently borders on 
manipulation.

The Internet is a wonderful system. It represents a new 
standard of global cooperation and enables forms of 
interaction never before possible. Thanks to the In-
ternet, societies around the world reap the benefits of 
access to information, opportunities for collaboration, 
and modes of communication that weren’t conceivable 
to the public a few years ago. It’s such a wonderful 
system that we have to strive very hard not to make it 
into a fetish object, imbued with magical powers and 
beyond the realm of dispassionate analysis, criticism, 
and improvement. 

At the end of the day, the Internet is simply a machine. 
It was built the way it was largely by a series of ac-
cidents, and it could easily have evolved along com-
pletely different lines with no loss of value to the pub-
lic. Instead of separating TCP from IP in the way that 
they did, the academics in Palo Alto who adapted the 
CYCLADES architecture to the ARPANET infra-
structure could have taken a different tack: They could 

have left them combined as a single architectural unit 
providing different retransmission policies (a reliable 
TCP-like policy and an unreliable UDP-like policy) 
or they could have chosen a different protocol such 
as Watson’s Delta-t or Pouzin’s CYCLADES TS. Had 
the academics gone in either of these directions, we 
could still have a World Wide Web and all the social 
networks it enables, perhaps with greater resiliency.

The glue that holds the Internet together is not any 
particular protocol or software implementation: first 
and foremost, it’s the agreements between operators of 
Autonomous Systems to meet and share packets at In-
ternet Exchange Centers and their willingness to work 
together. These agreements are slowly evolving from 
a blanket pact to cross boundaries with no particular 
regard for QoS into a richer system that may someday 
preserve delivery requirements on a large scale. Such 
agreements are entirely consistent with the structure 
of the IP packet, the needs of new applications, user 
empowerment, and “tussle.”

The Internet’s fundamental vibrancy is the sandbox 
created by the designers of the first datagram net-
works that permitted network service enhancements 
to be built and tested without destabilizing the net-
work or exposing it to unnecessary hazards. We don’t 
fully utilize the potential of the network to rise to new 
challenges if we confine innovations to the sandbox 
instead of moving them to the parts of the network 
infrastructure where they can do the most good once 
they’re proven. The real meaning of end-to-end lies in 
the dynamism it bestows on the Internet by supporting 
innovation not just in applications but in fundamental 
network services. The Internet was designed for con-
tinual improvement: There is no reason not to continue 
down that path. 
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