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 *The Chair.  Good morning, everyone.  The Committee will 55 

come to order.  Chair recognizes herself for five minutes for 56 

an opening statement. 57 

 To win the future, America, not China, must remain the 58 

global leader in artificial intelligence.  The reality is there 59 

is no better place in the world than here to ensure this 60 

technology is used responsibly to raise our standard of living, 61 

protect data privacy, and create more opportunities for the 62 

hardworking people of this country. 63 

 This Committee has been leading on policies to promote 64 

innovation in AI for everything from our supply chains, energy, 65 

health care, emerging technologies and more.  Today's hearing 66 

is a culmination of those efforts. 67 

 It is clear that AI will have a significant impact on 68 

every aspect of the economy as well as how the federal 69 

government engages with stakeholders in overseas industries.  70 

It is also clear that unilateral, one size fits all regulations 71 

do a poor job addressing various use cases and may ultimately 72 

hamper innovation. 73 

 To foster American leadership, we need a complete 74 

understanding of how each agency can apply its unique sector 75 

specific expertise and ensure agencies are equipped to foster, 76 

not hamper, innovation and address the disruptive impact of AI 77 

across the entire economy. 78 
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 AI can help doctors better detect diseases and develop new 79 

drugs and treatments.  It can help better deliver affordable, 80 

reliable energy to people and improve broadband services and 81 

cybersecurity. 82 

 Across the board, federal agencies must understand and be 83 

equipped to address the unique needs and risks associated with 84 

these new technologies and know when or whether it is 85 

appropriate to take action to address them. 86 

 What we are seeing around the world today is a call for 87 

American leadership.  China is abusing emerging technologies 88 

and data to suppress and control its own citizens with mass 89 

surveillance. 90 

 Europe is over regulating and halting innovation in its 91 

tracks.  We can chart a new and better course to improve 92 

people's lives of leveraging AI and upholding our values of 93 

human rights, individual liberty, the free market, and limited 94 

government. 95 

 That means the Administration and Congress must work 96 

together.  We should start with one key action and that is 97 

delay the groundwork to protect people's information with a 98 

national data privacy standard. 99 

 It is time that we provide people with greater 100 

transparency and put them back in control over the collection 101 

and use of personal information.  We also need to strengthen 102 
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data security protections to safeguard people's information 103 

against threats. 104 

 The theft and exploitation of sensitive information, 105 

especially biometric data, poses significant threats.  106 

Establishing foundational protections early will ensure greater 107 

public trust in AI, which will help ensure future innovations 108 

are made in the US. 109 

 In October, the Biden Administration released a sweeping 110 

executive order on the development and use of AI along with a 111 

proposed OBM memo on how agencies should manage their own use 112 

of AI.  That includes Departments of Commerce, Health and Human 113 

Services, and Energy. 114 

 I have concerns that some aspects of the executive order 115 

start us down the path of the European Union, where they have 116 

overregulated technological innovation out of existence. 117 

 We cannot let overbearing regulations hinder AI 118 

advancements, and in turn, limit US global competitiveness.  119 

Your agencies have a lot of work ahead and today, we hope to 120 

hear more about how you plan to carry out these 121 

responsibilities and coordinate with public and private 122 

partners as well as Congress. 123 

 These technologies and the risks that they pose will 124 

continue to evolve and agencies must be prepared to adapt and 125 

remain vigilant.  As we explore the best path forward, I am 126 
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hopeful that the Administration will work with Congress to 127 

address the risk can take full advantage of the benefits of AI 128 

and not just act unilaterally through executive fiat. 129 

 I am optimistic about the promise of AI and believe that 130 

this Committee can lead the way in support of AI innovation in 131 

the public and private sectors.  It is crucial that we strike 132 

the right balance with AI.  One that gives businesses the 133 

flexibility to remain agile as they develop these cutting-edge 134 

technologies while also ensuring the responsible use of this 135 

new technology. 136 

 I look forward to discussing how we achieve that balance, 137 

and I yield back. 138 

 [The prepared statement of Ms. Rodgers follows:] 139 

 140 

**********COMMITTEE INSERT********** 141 

142 
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 *The Chair.  The Chair now recognizes the Ranking Member, 143 

Mr. Pallone, for five minutes. 144 

 *Mr. Pallone.  I want to thank  the Chairwoman.  Today's 145 

hearing is an important opportunity to hear what steps the 146 

executive branch is taking to harness, advance, ensure the safe 147 

use of artificial intelligence or AI. 148 

 And while AI is not new, the speed at which we are 149 

witnessing the deployment of generative AI is staggering.  The 150 

effects it will have on our everyday lives are tremendous. 151 

 Indeed, this technology has led to an explosion of AI 152 

systems and tools that answer consumers questions, draft 153 

documents, influence the way patients are diagnosed or what 154 

health insurance will cover and make employment and housing 155 

decisions. 156 

 And many of these systems are trained on massive amounts 157 

of data that big tech has collected on all of us, and that is 158 

why the lack of nationwide protections around what data 159 

companies can collect, use, and sell to train these AI systems 160 

should concern every American. 161 

 Given the opportunities and challenges that AI offers, I 162 

am pleased that President Biden issued an executive order on 163 

the safe, secure, and trustworthy development and use of AI. 164 

 The executive order recognizes both the promise and peril 165 

of AI and adopts a coordinated federal government-wide approach 166 
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for the development and use of AI in a responsible manner. 167 

 Specifically, the order requires Secretary of Health and 168 

Human Services to establish a safety program that receives 169 

reports and acts to resolve harm from AI's use in health care 170 

practices. 171 

 It tasks the Secretary of Energy with addressing the 172 

threats that AI systems have to our nation's critical 173 

infrastructure as well as any chemical, biological, 174 

radiological, nuclear, and cybersecurity risk. 175 

 The Secretary of Commerce must develop guidance for 176 

content authentication and watermarking so that AI-generated 177 

content is easily identified, and Commerce will also lead an 178 

effort to establish international framework for harnessing 179 

benefits and managing risks. 180 

 The Assistant Secretary of Commerce for Communications and 181 

Information will also assess the benefits, risks, and 182 

accountability frameworks for open-source foundation models. 183 

 These are all important actions that the Biden 184 

Administration is taking, but we cannot lose sight of the fact 185 

that sufficient guardrails do not currently exist for America's 186 

data and AI systems. 187 

 As a result, we are unfortunately hearing of a growing 188 

number of reports of harmful impacts from the use of AI 189 

systems.  There have been instances where AI has been used to 190 
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mimic a friend or relative to scan consumers out of their hard-191 

earned money. 192 

 Deep fakes have been used to further misinformation or 193 

disinformation campaigns.  There are reports that chat box of 194 

medical records and personal information and AI assistants have 195 

discriminated against female candidates for jobs and people of 196 

color in the housing market, and there is an acknowledged 197 

concern that increased adoption of AI technologies into our 198 

critical infrastructure, like the electric grid, can add new 199 

vulnerabilities and cyber risk, and this is all extremely 200 

concerning. 201 

 We can't continue to allow companies to develop and deploy 202 

systems that misuse and leak personal data and exacerbate 203 

discrimination.  That is why we must make sure developers are 204 

running every test they can to mitigate risk before their AI 205 

models are deployed. 206 

 This year, Republicans and Democrats were able to work 207 

across the aisle and pass the American Data Privacy and 208 

Protection Act out of this Committee by a vote of 53 to 2. 209 

 That legislation included provisions focused on data 210 

minimization, algorithmic accountability with heightened 211 

privacy protections for children. 212 

 Clearly defined privacy and data security rules are 213 

critical to protect consumers from existing harmful data 214 
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collection practices and to safeguard them from growing privacy 215 

and cyber threats that AI models pose. 216 

 And as I have repeatedly stated in our previous AI 217 

hearings in our subcommittees, I strongly believe that the 218 

bedrock of any AI regulation must be privacy legislation that 219 

includes data minimization and algorithmic accountability 220 

principals. 221 

 Simply continuing to provide consumers with only notice 222 

and consent rights is wholly insufficient in today's modern 223 

digital age.  And I will continue to push for a comprehensive 224 

national federal privacy standard.  It is the only way we can 225 

limit the aggressive and abusive data collection practices of 226 

big tech and data brokers, ensure our kids' sensitive 227 

information is protected online, protect against algorithmic 228 

bias, and put consumers back in control of their data. 229 

 So I look forward to hearing from witnesses and working 230 

with our partners in the federal government to elaborate, 231 

innovate, and lead in developing policies that both harness the 232 

transformative power of AI while also safeguarding the rights 233 

and well beings of Americans. 234 

 And, again, Madam Chair, I want to thank you.  This is 235 

something, clearly, we are going to work together on and I 236 

appreciate that, and I yield back. 237 

 [The prepared statement of Mr. Pallone follows:] 238 
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**********COMMITTEE INSERT********** 240 

241 
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 *The Chair.  The gentleman yields back.  That concludes 242 

member opening statements. 243 

 The Chair would like to remind members that pursuant to 244 

the Committee rules, all members' written opening statements 245 

will be made part of the record.  Please provide write those to 246 

the clerk promptly. 247 

 Our witnesses today are Helena Fu, the Director of Office 248 

of Critical and Emerging Technology at the Department of 249 

Energy; Saif Khan, Senior Adviser to the Secretary for Critical 250 

and Emerging Technologies at the Department of Commerce; and 251 

Miki Tripathi, the National Coordinator for the Health 252 

Information Technology at the Department of Health and Human 253 

Services. 254 

 We appreciate all of you being here today.  I look forward 255 

to hearing from you. 256 

 Dr. Fu, you are recognized for five minutes. 257 

258 
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STATEMENT OF HELENA FU, DIRECTOR OF THE OFFICE OF CRITICAL AND 259 

EMERGING TECHNOLOGY, OFFICE OF THE UNDERSECRETARY FOR SCIENCE, 260 

DEPARTMENT OF ENERGY 261 

 262 

 *Ms. Fu.  Thank you. 263 

 Chair Rodgers, Ranking Member Pallone, and distinguished 264 

members of the Committee.  Thank you for the opportunity to 265 

testify on behalf of the Department of Energy to discuss the 266 

important role that we play in advancing a national, 267 

trustworthy, reliable AI capability that will accelerate 268 

science, transform innovation, and underpin our future economic 269 

prosperity and national security. 270 

 Let me begin by thanking Congress for its support of DOE 271 

for many years, support that has helped enable DOE's existing 272 

infrastructure and capabilities that can be harnessed for 273 

cutting edge AI. 274 

 DOE designed, developed, and operates four of the ten  275 

fastest supercomputers in the world.  The nation's first 276 

exascale supercomputer, Frontier, is currently the fastest and 277 

the world's second most energy efficient. 278 

 We have developed unique science and engineering 279 

algorithms that help make these fastest supercomputers uniquely 280 

AI capable, and we are the largest producer of unclassified and 281 

classified scientific data, the fuel that powers AI. 282 
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 And we can put all of these assets to work because of our 283 

most valuable resource at DOE, the nation's largest skilled 284 

scientific workforce with over 70,000 Scientists, engineers, 285 

researchers, and support personnel at our national 286 

laboratories. 287 

 DOE advances in AI are not just in the realm of the 288 

future.  On average, DOE-supported research contributes one new 289 

AI method or technique applicable to multiple scientific 290 

domains every single day. 291 

 And let me highlight just a few of the AI applications 292 

spaces where DOE is working.  We're using AI to help cities and 293 

utilities plan their energy investments.  To make better 294 

offshore wind turbines, we're working with industry to 295 

understand the complex conditions that will affect durability 296 

and performance. 297 

 Our AI-enabled models have identified new domestic sources 298 

of critical minerals, and we've partnered with academia to 299 

develop new tools to safeguard nuclear reactors.  We're also 300 

hard at work trying to apply AI to the challenge of permitting 301 

for energy projects. 302 

 And our national security needs demand that DOE have a 303 

strong AI capability.  We're working with the electricity 304 

sector to detect and mitigate cyberattacks on the grid.  We're 305 

using AI and machine-learning models to enhance and extend our 306 
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nuclear weapons stockpile, including support for faster and 307 

more efficient production of key components. 308 

 And what used to take our scientists weeks to simulate or 309 

model, for example, to discover new materials, we can now do in 310 

seconds, and we're working with industry to analyze AI models 311 

to develop strategies for preventing from AI from aiding bad 312 

actors. 313 

 And we're bringing these capabilities and expertise to 314 

bear to implement the recent executive order on AI.  DOE has an 315 

important role to play on safety and security, from conducting 316 

red teaming to developing test beds, evaluating AI models, 317 

assessing AI risks in critical infrastructure, and evaluating 318 

the potential for AI to be misused for chemical, biological, 319 

radiological, and nuclear threats. 320 

 We're also tasked with advancing AI innovation.  We are 321 

charged with establishing a program to train 500 new 322 

researchers by 2025; developing AI tools; advancing privacy 323 

enhancing technologies; and partnering with industry to build 324 

foundation models for science, energy, and security. 325 

 Let me end with some news.  As of yesterday, I am 326 

officially the Director of DOE's Office of Critical and 327 

Emerging Technology. 328 

 The office will coordinate across the department and our 329 

national laboratories to ensure that our expertise and our 330 
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capabilities are brought to bear on key challenges and we'll 331 

work to ensure effective coordination with external 332 

stakeholders and with other parts of the government, including 333 

with my colleagues in the agencies represented on this panel. 334 

 Thank you for the opportunity and I forward to your 335 

questions. 336 

 [The prepared statement of Dr. Fu follows:] 337 

 338 

**********COMMITTEE INSERT********** 339 

340 



18 

 

 *The Chair.  Thank you. 341 

 Mr. Khan, you are recognized for five minutes. 342 

343 
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STATEMENT OF SAIF KHAN, SENIOR ADVISOR FOR CRITICAL AND 344 

EMERGING TECHNOLOGIES, DEPARTMENT OF COMMERCE 345 

 346 

 *Mr. Khan.  Chair Rodgers, Ranking Member Pallone, and 347 

distinguished members of the Committee, thank you for the 348 

opportunity to testify on behalf of the Department of Commerce. 349 

 Today, I'll give a summary of Commerce's current efforts 350 

in AI.  The Department aims to create a race to the top in AI 351 

safety, security, and trust. 352 

 We are addressing AI-related threats to our national 353 

security.  The Department is fostering an innovative, 354 

competitive, and informed marketplace for AI. 355 

 And finally, we are examining ways to use AI for good to 356 

enhance the government's work.  First, the department is taking 357 

several actions to ensure that we meet our nation's and the 358 

world's needs for safe, secure, and trustworthy AI. 359 

 Commerce houses the National Institute of Standards and 360 

Technology or NIST, the premier US government body for 361 

advancing measurement science and standards. 362 

 With support from Congress, NIST published the AI risk 363 

management framework in 2023.  The framework now has broad 364 

stakeholder buy in.  We are now following up with a companion 365 

resource for generative AI. 366 

 In November 2023, Cice President Harris and Secretary 367 
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Raimondo announced the establishment of the US AI Safety 368 

Institute within the Department. 369 

 The NIST-led institute will facilitate the development of 370 

guidance for measurements and methodologies to enhance safety, 371 

security, and trust, and will provide testing environments to 372 

evaluate and red team AI capabilities, risks, and impacts, 373 

particularly from the most advanced AI technologies. 374 

 The Institute is also launching a consortium to work with 375 

partners in academia, industry, civil society, and non-profit 376 

organizations to advance its AI safety mission.  And the 377 

Institute will also be a home for foundational research to 378 

support its mission. 379 

 The Institute will collaborate with the Department of 380 

Energy and the National Science Foundation to make testing 381 

environments available.  And after completing the work assigned 382 

to Commerce by the executive order, we intend for the Institute 383 

to remain a hub of US government AI safety and trust efforts. 384 

 Additionally, Commerce's Bureau of Industry and Security, 385 

BIS, will issue ongoing surveys to ask US AI developers how 386 

they are developing advanced AI models and what they are doing 387 

to keep those models safe and secure. 388 

 Second, BIS continues to enforce our AI-related export 389 

controls and is regularly updating them to adapt to the fast 390 

pace of change in this area. 391 
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 This October, BIS updated its rules limiting access to 392 

advanced semiconductors that are fueling breakthroughs in 393 

artificial intelligence and sophisticated computers that are 394 

increasingly critical to military applications. 395 

 In the wrong hands, these capabilities could otherwise 396 

threaten the national security of the United States and our 397 

allies and partners. 398 

 We are also developing a proposed regulation to enhance 399 

the Department's visibility into foreign actors' development of 400 

advanced AI using US cloud services.  Third, the Department is 401 

working to facilitate an innovative, competitive, and informed 402 

marketplace for AI. 403 

 The National Telecommunications and Information 404 

Administration or NTIA is preparing to publish a report on AI 405 

accountability, which will make recommendations for federal 406 

government action to increase transparency and accountability 407 

in AI. 408 

 NTIA will also soon call for public input, then issue a 409 

report related to the benefits, risks, and policy options with 410 

respect to widely available model weights of advanced AI models 411 

or open-source AI. 412 

 We expect this report to become a foundational document 413 

for future government decision making.  The US Patent and 414 

Trademark Office or the USPTO will also issue guidance on 415 
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inventorship for AI-assisted inventions, other considerations 416 

at the intersection of AI and IP, and recommendations for 417 

executive action on copyright in coordination with the 418 

copyright office. 419 

 Fourth, the department is looking for responsible uses of 420 

AI to enhance our work.  The National Oceanic and Atmospheric 421 

Administration or NOAA is working closely with our European 422 

partners on AI applications that are designed to allow more 423 

accurate extreme weather forecasting, including river flows and 424 

wildfires. 425 

 NOAA is also exploring the use of AI for the operation of 426 

uncrewed mapping systems, processing underwater surveys of 427 

marine mammal and fish populations, automated language 428 

translation of weather forecasts and warnings, and processing, 429 

interpreting, and utilizing observation from NOAA satellites 430 

and other sensors. 431 

 The Department is also working to structure, label, and in 432 

some cases, publish our troves of data from NOAA and from 433 

Census, also within the department, which are some of the 434 

biggest repositories of data in the world so that they can be 435 

used for official applications of AI. 436 

 With the continued support of Congress, the Department is 437 

committed to meeting the opportunities and challenges of AI. 438 

 Thank you for the opportunity to appear before you today. 439 
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 [The prepared statement of Mr. Khan follows:] 440 

 441 

**********COMMITTEE INSERT********** 442 

443 
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 *The Chair.  Thank you for your testimony. 444 

 Dr. Tripathi. 445 

446 
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STATEMENT OF MIKI TRIPATHI, THE NATIONAL COORDINATOR FOR THE 447 

HEALTH INFORMATION TECHNOLOGY AT THE DEPARTMENT OF HEALTH AND 448 

HUMAN SERVICES 449 

 450 

 *Dr. Tripathi.  Chair Rodgers, Ranking Member Pallone, 451 

members of the Committee, thank you for the opportunity to 452 

testify today on the Department of Health and Human Services 453 

efforts to promote responsible AI in health care, public 454 

health, and human services. 455 

 I am Micky Tripathi.  I head the Office of the National 456 

Coordinator for Health Information Technology at the 457 

Department. 458 

 I come to this role having served in the Department of 459 

Defense many years ago and for the past 20 years in the private 460 

sector working on electronic health record implementation, 461 

interoperability, and data analytics. 462 

 ONC is a staff division in the Office of the Secretary 463 

charged with advancing the federal government's use of health 464 

IT and spurring adoption of secure interoperable health 465 

information technology in the marketplace. 466 

 In addition to my former role, I've been tasked by 467 

Secretary Becerra with co-leading the Department's efforts in 468 

AI. 469 

 HHS's mission is to enhance the health and wellbeing of 470 
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all Americans by supporting effective health and human services 471 

and by fostering sound and sustained advances in the sciences 472 

underlying medicine, public health, and social services. 473 

 We look at AI through that same mission lens, promote 474 

responsible AI to improve people's lives.  There are many ways 475 

in which AI will affect health care, which is why we've 476 

launched a cross department task force looking at eight areas, 477 

including health care delivery, public health, and R&D. 478 

 We in the Department are AI optimists.  AI-based 479 

technologies have the potential to accelerate innovation, 480 

increase competition, help to ameliorate health inequities, 481 

reduce clinician burnout, and improve care and the care 482 

experience for patients. 483 

 We also know that there are lots of potential downsides, 484 

and that's why we believe our posture in AI needs to be don't 485 

trust without verifying.  It's vital that we both seize the 486 

promise and manage the risks. 487 

 It's important to also note that we're not starting from 488 

scratch at the Department.  The FDA has already approved almost 489 

700 AI-enabled devices for use in the market and, as this 490 

Committee is aware, is working very hard on a predetermined 491 

change control plan approach to AI-enabled devices with our 492 

international partners. 493 

 The National Institutes of Health is working in 494 
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collaboration with or co-leading with the Department of Energy, 495 

Planning, and Development of significant components of the of, 496 

excuse me, national AI research resource infrastructure. 497 

 The Office of Civil Rights published a draft rule 498 

emphasizing the non-discrimination provisions of Affordable 499 

Care Act, Section 1557, also apply to AI-enabled tools.  And 500 

The Center for Medicare and Medicaid Services has implemented 501 

rules regarding the use of AI-enabled tools in Medicare 502 

Advantage, medical necessity checks, and coverage 503 

determinations, and they'll begin audits and oversight of those 504 

and related activities in 2024. 505 

 Going even further, I am really pleased to announce that 506 

just this morning, the Department released ONC's HTI-1 final 507 

rule, which is a significant step in establishing responsible 508 

use of AI in the industry. 509 

 The HTI-1 rule has specific provisions to promote 510 

transparency and risk management of AI-based technologies used 511 

in health care delivery based on what we call the FAVES 512 

principles; fairness, appropriateness, validity, effectiveness, 513 

and safety. 514 

 To give some context, a key role that my agency plays in 515 

health care is certifying the electronic health record systems 516 

that are now used by 97 percent of hospitals and almost 80 517 

percent of physician offices across the country. 518 
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 EHRs are a key enabler of AI in health care.  They're 519 

increasingly the source of data that feeds machine learning 520 

algorithms, and they are the place where AI works behind the 521 

scenes, in user interfaces and workflows, to influence day to 522 

day decision making that directly affects patient lives. 523 

 For these reasons, ONC has been working on this since I 524 

took this job on day one and we've been very hard at it since.  525 

The HTI-1 regulation empowers clinicians first and foremost, by 526 

requiring HER vendors to establish transparency about the AI-527 

based models in their products, including making available a 528 

standardized nutrition label, quote, unquote, to help advance 529 

explainability or really transparency of the AI operating in 530 

their software. 531 

 This rule also complements other efforts in the Department 532 

by covering areas not covered by FDA regulations and by helping 533 

providers comply the Section 1557 nondiscrimination 534 

requirements. 535 

 Shining light on where and how AI is operating in EHR 536 

systems would put health care providers in a better position to 537 

do what they try to do every single day, have trusted 538 

information that they can use to make best decisions for and 539 

with their patients. 540 

 We've heard from providers, at a recent advisory committee 541 

meeting that we had, who are concerned about AI being a black 542 
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box on their system and that is leading to their, you know, 543 

hindering their adoption of these technologies. 544 

 We believe that our rule is going to spur adoption by 545 

using transparency and risk management to instill public trust 546 

and confidence.  AI opens up vast opportunities to improve our 547 

country's health care, public health, and social services 548 

capabilities to better serve the American people. 549 

 HHS is already taking action to motivate responsible use 550 

of AI in these critical areas.  Thank you again for the 551 

opportunity to be here to discuss this with you today. 552 

 [The prepared statement of Dr. Tripathi follows:] 553 

 554 

**********COMMITTEE INSERT********** 555 

556 
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 *The Chair.  Thank you.  Thank you again, everyone. 557 

 I am concerned about the EO and how it may hinder American 558 

development in AI and, in turn, US global competitiveness. 559 

 One doesn't have to look far to see how EU's overly 560 

burdensome regulations from GDPR stifled European innovation, 561 

and we are taking great pains not to repeat mistakes in our 562 

approach to data privacy. 563 

 Unfortunately, President Biden's not taking this approach 564 

to AI.  The executive order invokes the Defense Production Act 565 

of 1950. 566 

 At its core, the DPA is intended to respond to serious 567 

military conflicts, natural disasters, acts of terrorism, a 568 

tool for severe emergencies.  Unfortunately, we have already 569 

seen the President invoke DPA when it comes to promoting heat 570 

pumps over natural gas-powered furnaces. 571 

 So clearly, scrutiny is needed here. 572 

 Mr. Khan, there was recently a provision, debated for 573 

NDAA, which I understand the CHIPS office at the Department 574 

supported, that would authorizes Secretary of Commerce to 575 

override NEPA laws to advance semiconductor production in the 576 

US. 577 

 If the chip situation doesn't constitute enough of an 578 

emergency for the administration to invoke DPA to remove 579 

regulatory barriers and AI relies on these chips, how can we 580 
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expect any consistency over when and how the Administration 581 

intends to use this authority? 582 

 *Mr. Khan.  Thank you, Chair, for, raising these issues.  583 

First, with respect to the Department of Commerce's use of the 584 

Defense Production Act. 585 

 I would note that this is a long-standing authority that 586 

the Department has had available and used many times over the 587 

preceding decades to issue surveys to the industrial base to 588 

better understand its capabilities. 589 

 What we are doing under the President's executive order is 590 

essentially to issue a survey to better understand AI 591 

developers, development of advanced AI models, and the steps 592 

they are taking to make them safe and secure. 593 

 It is not a regulation.  It is an information gathering 594 

exercise.  I would also note it is particularly focused on the 595 

most advanced AI technologies, next generation technologies. 596 

 So I wanted to clarify the scope of the use of the Defense 597 

Production Act in this context. 598 

 On your question relating to the CHIPS Act, obviously, the 599 

Department is laser focused on ensuring that the CHIPS Act 600 

succeeds, understanding kind of the bipartisan support that it 601 

received in Congress and we are kind of taking every effort we 602 

can to make sure that taxpayer dollars are spent appropriately. 603 

 *The Chair.  Okay.  Thank you. 604 
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 *Mr. Khan.  Thank you. 605 

 *The Chair.  My concern is around consistency.  So Mr. 606 

Khan, has a follow-up and I welcome the other witnesses to 607 

answer.  In invoking the Defense Production Act, the EEO 608 

requires AI developers to notify the government of any work 609 

which constitutes a risk to health and safety, the economy, or 610 

security. 611 

 Those are very broad categories and move us into a 612 

permission-based approval process.  How will you implement this 613 

process to ensure it is not an impediment to innovation, and 614 

how is the Administration going to very clearly define these 615 

risks in respective agencies and departments? 616 

 *Mr. Khan.  Chair, thank you for that question. 617 

 So one clarification I would like to issue is that, you 618 

know, we don't see the use of the Defense Production Act as an 619 

approval process, but rather it is really just an information 620 

gathering exercise. 621 

 One of the key considerations here is that the very most 622 

advanced models kind of are increasingly kind of showing new 623 

emerging capabilities of national security concern, 624 

potentially. 625 

 And so what we are doing is to kind of better understand 626 

those capabilities, essentially. 627 

 *The Chair.  Okay.  I think I am going to _ 628 
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 *Mr. Khan.  So that we can make sure _ 629 

 *The Chair.  I am going to quickly run out of time here. 630 

 I would just note, the Defense Production Act was just 631 

used to promote heat pumps over natural gas-powered furnaces. 632 

 I want to move on to cybersecurity.  AI has the potential 633 

to help identify new threats, but it can also help adversaries 634 

and bad actors create more severe attacks. 635 

 Washington Post just published an article on Monday about 636 

Chinese hackers that are targeting and infiltrating critical 637 

infrastructure computer systems. 638 

 So Ms. Fu, I wanted to start with you.  How is DOE engaged 639 

with utility companies to help identify and prioritize AI-640 

powered cyber threats, especially those originating in China? 641 

 *Ms. Fu.  Thanks for the question.  I think it's an 642 

extremely important one.  And frankly, there's three issues 643 

that are at play here. 644 

 The first is around the benefits that AI can provide to 645 

operators that are trying to deal with the growing complexity 646 

of the grid, but with the growing complexity of the grid, 647 

there's obviously a greater attack surface for cybersecurity 648 

attacks. 649 

 And so the second is around how we manage that.  The third 650 

is around the energy use of AI, which also can cause 651 

instability to the grid. 652 
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 So on all three fronts we are working actively with 653 

industry and utility players, big and small.  Our Office of 654 

Cybersecurity, Energy Security, and Emergency Response is 655 

engaging with companies across the energy sector to discuss the 656 

risks that need to be managed and also figure out how to 657 

harness those opportunities.  And it includes understanding how 658 

our grid operators are looking to use AI as a tool. 659 

 And we're partnering with companies, such as Siemens and 660 

the National Rural Electric Cooperative Association, to launch 661 

project, to develop secure AI tools that will help determine, 662 

help develop algorithms that can detect attacks _ 663 

 *The Chair.  Okay.  Thank you. 664 

 *Ms. Fu.  _ and investigate algorithms.  Yes. 665 

 *The Chair.  Thank you.  I am sorry.  I am way over time. 666 

 *Ms. Fu.  Thank you. 667 

 *The Chair.  I am going you to finish in writing and the 668 

other two, if you would respond to my question in writing, I 669 

would appreciate that. 670 

 I yield to the Ranking Member, Mr. Pallone, for five 671 

minutes. 672 

 *Mr. Pallone.  Thank you, Madam Chair. 673 

 I have a question for each of you and so I am going to try 674 

to limit each of you to about a minute and a half so I can get 675 

to them. 676 
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 The first is of Mr. Khan and it deals with our efforts on 677 

the Committee to pass national data privacy legislation.  How 678 

does the rapid growth of AI impact the urgency of Congress 679 

adopting strong comprehensive federal data privacy legislation 680 

that implements clear rules around data minimization and 681 

algorithmic accountability? 682 

 *Mr. Khan.  Ranking Member, thank you for the question, 683 

and it's an incredibly important issue. 684 

 First, I want to note that the President supports 685 

bipartisan federal data privacy legislation.  So we think it's 686 

a critical issue that we need to address and welcome 687 

opportunities to work with you on any technical assistance on 688 

that issue. 689 

 I agree with you, the AI kind of poses a number of new 690 

concerns in the privacy space.  Obviously, we have these very 691 

advanced models that are ingesting very large amounts of data 692 

and that are kind of becoming encoded in those models and then 693 

there is a risk that they will be then able to output kind of 694 

personal data. 695 

 And so there are a number of efforts that the department 696 

is undertaking to kind of address some of these issues.  Just 697 

two days ago the Department issued guidance via NIST on 698 

differential privacy, which is essentially one of many privacy 699 

enhancing technologies.  We are also planning to work with DOE 700 
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on the establishments of testing environments to further test 701 

additional privacy enhancing technologies. 702 

 So we see kind of a role for legislation, but also work on 703 

technical approaches that will help us address the unique 704 

issues relating to AI and the intersection with privacy. 705 

 *Mr. Pallone.  Thank you.  And this, Dr. Tripathi, I 706 

wanted to ask you about medical data, which is central to the 707 

use of AI, but also valued by companies offering health related 708 

services and products. 709 

 As patients' highly sensitive medical data is used to 710 

train health care related AI Systems and is shared with AI 711 

systems to diagnose and treat patients, protecting people's 712 

privacy becomes even more important, and I am concerned about 713 

expanded use of AI. 714 

 What safeguards should be in place to protect the privacy 715 

and security patient's health information? 716 

 *Dr. Tripathi.  Yes.  Thank you for the question.  I 717 

certainly want to begin by stressing the importance of privacy 718 

and medical record information, and that's one of our top 719 

priorities and always has been at the Department. 720 

 I want to reiterate what Mr. Khan had said about the 721 

President's support for bipartisan legislation related to 722 

protection of data, all personal data, especially for kids. 723 

 AI certainly poses a new set of challenges because so much 724 
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information related to our health actually lives outside of 725 

HIPAA now.  More and more that lives outside of those HIPAA 726 

protections.  And AI poses additional challenges now because 727 

of, you know, a number of different factors. 728 

 One is the ability to use algorithms and this kind of 729 

computing capability to pick you out of a crowd, essentially, 730 

in ways that were not possible before, literally in terms of 731 

facial recognition technology, as well as figuratively, in 732 

terms of identifying individuals or reidentifying individuals 733 

in ways that we may not have expected in the, you know, from 734 

different databases and bring them together, which is the 735 

importance of the differential privacy kinds of approaches that 736 

Mr. Khan referred to. 737 

 The second is the use of these tools creating unexpected 738 

kinds of, you know, sort of matching of data in ways that 739 

individuals might find surprising.  And the third, is, you 740 

know, related to the, you know, the computing power and the 741 

ability of that information to be able create incentives for 742 

being data greedy. 743 

 And so there are many more incentives now for developers 744 

of AI to want more and more data than existed before because 745 

they're able to do more things with it. 746 

 So all are challenges that have existed for a while, but 747 

AI, the gusher of AI technologies is now sort of putting a 748 
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premium on that. 749 

 I will say, you know, as it relates to medical  750 

information _ 751 

 *Mr. Pallone.  I am going to have to cut you off, 752 

otherwise I won't get to Ms. Fu. 753 

 *Dr. Tripathi.  Thank you. 754 

 *Mr. Pallone.  With 45 seconds, how are you working to 755 

implement the recent executive order to prevent cybersecurity 756 

biosecurity risk? 757 

 *Ms. Fu.  We're working very closely.  As I mentioned 758 

earlier, our Office of Cybersecurity and Energy Security and 759 

Emergency Response is working with utilities very closely. 760 

 They're already evaluating where the potential attack 761 

vectors may be and working to figure how to harden our electric 762 

grid from those cyberattacks, but I just wanted to follow-up 763 

very quickly on the health data question. 764 

 *Mr. Pallone.  You’ve got ten seconds. 765 

 *Ms. Fu.  One of the big partnerships that we have is 766 

actually with NIH, and we also have one with the VA about how 767 

we develop secure enclaves to deal with health data at Oak 768 

Ridge National Lab. 769 

 *Mr. Pallone.  Thank you. 770 

 Thank you, Madam Chair. 771 

 *The Chair.  The gentleman yields back. 772 
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 The Chair recognizes Mr. Burgess from Texas for five 773 

minutes. 774 

 *Mr. Burgess.  And thank you, Chair. 775 

 Dr. Tripathi, I actually wasn't going to bring it up in 776 

this hearing, but you provoked me when you brought up provider 777 

wellbeing and physician burnout. 778 

 I have had lengthy discussions with the Surgeon General 779 

about this and I don't know if it takes artificial intelligence 780 

or not, but here is the equation. 781 

 You worked your doctors and nurses during the pandemic 782 

literally to the bone, and then you turn around and say, but we 783 

don't really value what you do and the way you signal that is 784 

through the physician's fee schedule at the Center For Medicare 785 

and Medicaid Services. 786 

 So if I could ask you to take a message back to the 787 

agency, you have got to pay attention to this.  If you are 788 

concerned about physician burnout and retaining people in the 789 

clinical settings, you are going to have to stop, year after 790 

year with the erosion of reimbursement because, in today's 791 

inflationary environment, literally doctors and nurses just 792 

simply can't keep up with their practices. 793 

 Again, doesn't take artificial intelligence, this is just 794 

kind of common sense, but I felt obligated to bring that up.  795 

So if you would carry that message back to Director Brooks-796 
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LaSure and Secretary Becerra. 797 

 *Dr. Tripathi.  Yes. 798 

 *Mr. Burgess.  And you are to add to that if you have 799 

something you wanted to say? 800 

 *Dr. Tripathi.  Yep.  We'll take that back.  Thank you. 801 

 *Mr. Burgess.  Okay.  Thank you.  Now within HHS itself, 802 

Director Tripathi, they have a history of taking actions to 803 

regulate, prioritize, distribute recommendations. 804 

 How are the agencies, specifically your agency, 805 

coordinating and collaborating with private industry outside 806 

groups and other governments when developing and regulating AI 807 

in health care? 808 

 *Dr. Tripathi.  Yes.  Thank you for the question. 809 

 We have a number avenues for doing that.  One is we have a 810 

very active federal advisory committee, the Health IT Advisory 811 

Committee, which represents multiple stakeholders. 812 

 They meet on a very regular basis and we rely on them, 813 

lean on them for industry input from stakeholders, providers, 814 

vendors, all across the spectrum.  So that's one avenue that, 815 

you know, that we've used to get consistent and sort of ongoing 816 

leading-edge information from the ground. 817 

 The second is we've been working with different 818 

collaborative, you know, industry collaborations that have 819 

brought together different types of stakeholders. 820 
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 So for example, CHAI, the Coalition For Health AI, which 821 

brings together large tech vendors, provider organizations, and 822 

others.  We are observers there along with some other federal 823 

agency partners, and we've taken some very good input from them 824 

as well. 825 

 *Mr. Burgess.  But I guess the concern there is with the 826 

executive order on artificial intelligence to suppress that 827 

activity or suppress development in that realm that would be a 828 

concern as an individual I have in that space. 829 

 Let me just ask you.  As this Committee was really 830 

instrumental in developing and passing the 21st Century Cures 831 

Act _ 832 

 *Dr. Tripathi.  And thank you for that. 833 

 *Mr. Burgess.  It really was, when you look back at it, it 834 

is a master course in legislation and how you develop the 835 

concept and collect the data and then bring it forward in a 836 

rather comprehensive legislative package. 837 

 One of the titles dealt with interoperability in health 838 

care and yet, your office has been tasked with writing the 839 

rules on the implementation of that. 840 

 I do feel like I need to point out that that bill was 841 

signed by President Obama in December of 2016.  So how are we 842 

coming with that? 843 

 *Dr. Tripathi.  Yes.  Thank you for the question.  I agree 844 
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it's been a long time, but we are making tremendous progress 845 

and we are putting the final touches on a number of the 846 

provisions. 847 

 When we came into Office, we put into effect the rule that 848 

implemented certain components of it, so standards, the 849 

requirement for FIRE APIs, standardized APIs, that went into 850 

effect the last day of December of 2022, all electronic health 851 

record vendors were required to support and make available to 852 

their customers the standard APIs called for in the 21st 853 

Century Cures Act. 854 

 In the rule that we released this morning, HTI-1, we are 855 

requiring the USCDI, US Core Data for Interoperability, minimum 856 

data set standards that were also called for in the 21st 857 

Century Cures Act. 858 

 We have released the last pieces of the information 859 

blocking provisions, namely OIG, the Office of Inspector 860 

General has finalized and now is doing enforcement of the 861 

information blocking pieces of the enforcement. 862 

 *Mr. Burgess.  Let me _ 863 

 *Dr. Tripathi.  Yep. 864 

 *Mr. Burgess.  I will just stop you there because I am 865 

going to run out of time and I do want to just an observation 866 

also, having visited the Los Alamos National Lab, now it has 867 

been almost 20 years ago, but terribly impressive what they 868 
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could do with quantum computing. 869 

 I don't even know how much of that classified and what I 870 

could talk about at an open hearing, but I was concerned during 871 

the pandemic that there wasn't more utilization of that type of 872 

computer capacity to help develop the plans for dealing with 873 

the pandemic to try to peek into the future, if you will. 874 

 Do you think we have that capability? 875 

 *Dr. Tripathi.  Well, we don't have it off the shelf, but 876 

I think that's a, you know, a lot of the work that we're doing 877 

ahead, because we agree you, we need to, as a whole part of the 878 

data modernization initiative, is looking at leading edge 879 

technologies, looking at modernizing all of our approaches as 880 

it relates to public health. 881 

 *Mr. Burgess.  Thank you.  I will have some questions for 882 

the record.  I will yield back. 883 

 *Dr. Tripathi.  Thank you. 884 

 *The Chair.  The gentleman yields back.  The Chair 885 

recognizes, for five minutes, Ms. Eshoo from California. 886 

 *Ms. Eshoo.  I want to thank you, Chairwoman Rodgers, and 887 

our ranking member for holding this very important hearing. 888 

 And to the witnesses, I think you have given highly 889 

instructive testimony today.  So thank you. 890 

 I think your testimony has made clear that AI can provide 891 

tremendous benefits to society.  It can help networks respond 892 
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to natural disasters, protect our cybersecurity, and very 893 

importantly, help find novel medical treatments and so much 894 

more. 895 

 AI also presents peril.  The unsafe development and use of 896 

AI can threaten our national security, be used to turbocharge 897 

cyberattacks, or develop dangerous bioweapons.  It can also 898 

exacerbate existing inequities in our society or fuel 899 

misinformation. 900 

 One thing we know for sure, and that is that the resources 901 

needed to develop AI, good data, computing power, and people 902 

are expensive.  And today, they are mostly held in the hands of 903 

a few large technology companies. 904 

 This concentration means that most of the talent in 905 

America is prevented from participating in AI R&D.  This 906 

reduces competition, in my view, limits the boundaries of 907 

innovation and hampers our ability to develop safe and 908 

trustworthy AI. 909 

 That is why I have introduced the Create AI Act, which is 910 

bipartisan, bicameral legislation to fully authorize the 911 

national AI research resource and provide these resources to 912 

all sectors of our society, including small businesses, start-913 

ups, the medical community, academia, nonprofits, and the 914 

public sector. 915 

 And I am very pleased that that is mirrored in the, 916 
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president's executive order.  I am going to submit questions to 917 

each of you, in writing, but what I want to go to today with my 918 

questions is to Mr. Khan. 919 

 I spent almost a decade on the House Intelligence 920 

Committee and I have concerns about terrorists using AI to 921 

create novel pathogens and bioweapons, which is why I have 922 

introduced The Artificial Intelligence and Biosecurity Risk 923 

Assessment Act, with Congressman Crenshaw. 924 

 It would require the Administration for Strategic 925 

Preparedness and Response, ASPR, to monitor and report on 926 

technical advancements in AI and how it can be used to develop 927 

novel pathogens. 928 

 President Biden shared these concerns in his Executive 929 

order.  He directed Commerce to use the Defense Production Act 930 

to require companies developing foundation models to provide 931 

information on the development and training of these models. 932 

 So Mr. Khan, are companies prepared to conduct the 933 

redlining for biosecurity risks and how can Congress ensure 934 

they are?  What would it require for the government to be able 935 

to properly assess the results of those red teaming exercises? 936 

 *Mr. Khan.  Thank you, Congresswoman. 937 

 This is an incredibly important issue and very top of mind 938 

for us, specifically kind of the intersection of AI and 939 

biosecurity and the ways in which AI could enhance bad actors' 940 
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ability to abuse biotechnology. 941 

 So we have a number of efforts in the Department that are 942 

focused in this area.  One, as you note, is kind of the 943 

disclosures under the Defense Production Act, which will ask AI 944 

developers about red teaming efforts in areas of concern, such 945 

as the efforts to red team, their models for capabilities that 946 

could present biosecurity risks. 947 

 So that's one key effort that we're undertaking.  Also 948 

within NIST, through the AI Safety Institute, one of the core 949 

efforts that we expect to go through in the following year will 950 

be to kind of better characterize advanced, or I should say, 951 

issue guidance on how to do capability evaluations and red team 952 

models to kind of check whether the advanced AI models do have 953 

the capabilities that you're describing. 954 

 And I think that effort is one that we're going to have to 955 

work very carefully with kind of the wider set of stakeholders.  956 

We're launching a consortium, as I noted, where industry 957 

academia and others can come together to really kind of bring 958 

the expertise of the nation to bear to address this very 959 

critical issue. 960 

 So thank you. 961 

 *Ms. Eshoo.  Thank you.  Thank you to each one of you. 962 

 *The Chair.  The gentlelady yields back. 963 

 The Chair yields five minutes to the gentleman from Ohio, 964 
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Mr. Latta. 965 

 *Mr. Latta.  Well, thank you, Madam Chair, and thank you 966 

very much for holding the subcommittee hearings that we have 967 

had over the last several weeks to discuss AI. 968 

 It is really important because one of the things we have 969 

found out during these subcommittee hearings that no one size 970 

fits all approach to regulating this technology and there 971 

shouldn't be a one size fits all. 972 

 Mr. Khan, the Department of Commerce is tapping the 973 

National Telecommunications and Information Administration to 974 

play an important role in developing artificial intelligence 975 

policy. 976 

 NTIA is already actively participating in discussion with 977 

its requests for comments on AI accountability.  Would you 978 

outline what this AI policy role for NITA will look like in the 979 

coming months? 980 

 *Mr. Khan.  Congressman.  Yeah, thank you very much for 981 

that question and happy to kind of outline a couple of the core 982 

efforts that NTIA will be undertaking. 983 

 So for one, you mentioned have the work on AI 984 

accountability.  We've already had, over the last year, a 985 

robust amount of stakeholder engagement, including a request 986 

for information and we are planning, in early 2024, to issue a 987 

report on AI accountability. 988 
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 We expect it to address issues such as kind of guidelines 989 

for audits, how to think about information disclosures about 990 

liability, what kind of investments do we need to better red 991 

team models, and kind of issues such as that. 992 

 So that's one of the efforts, and under the President's 993 

executive order on AI from October, another effort that NTIA 994 

we'll be undertaking will be, as I mentioned in my testimony, 995 

kind of a request for information and then a report on widely 996 

available model weights or open source. 997 

 We see this as kind of one of the very challenging policy 998 

issues that has come up in AI.  As these models get more 999 

capable as, you know, Congresswoman Eshoo noted, you know, one 1000 

of the examples is that AI may, supercharge capabilities 1001 

related to biosecurity. 1002 

 There's other areas such as cybersecurity, et cetera.  So 1003 

how do we balance those risks of those models if the actual 1004 

models are widely available and published with, of course, the 1005 

immense benefits that we get from openness for innovation for a 1006 

competition? 1007 

 And so we really want to try to get robust stakeholder 1008 

feedback in the coming year on that issue, then issue a report 1009 

on that. 1010 

 *Mr. Latta.  Let me just ask because I know my time's 1011 

limited here.  But, one of the questions also was is that when 1012 
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you are dealing when working with industry out there, when you 1013 

are looking at the report, you know, you want to encourage the 1014 

safety without jeopardizing and harming innovation out there. 1015 

 Is that some of the areas that you will be looking at when 1016 

you are talking with industry? 1017 

 *Mr. Khan.  Yeah, Congressman.  Yeah.  Thank you for that 1018 

question.  Yeah.  It's absolutely our approach to kind of 1019 

figure out how we can thread the needle and really address kind 1020 

of the security elements of the issue while still promoting our 1021 

innovation ecosystem, and, of course, you know, the openness of 1022 

our economy has been, so essential to kind of American 1023 

leadership. 1024 

 And so I think we're really looking for kind of robust 1025 

stakeholder feedback to figure out how to approach this issue. 1026 

 *Mr. Latta.  Well, thank you. 1027 

 Dr. Tripathi, one of most rewarding parts of serving on 1028 

this Committee is we have always had a great ability to look 1029 

over the horizon in five to ten years because we see the 1030 

innovators and the entrepreneurs coming before us. 1031 

 In health care we have seen breakthroughs in treatment 1032 

like drugs for Alzheimer's that can save patients from 1033 

previously incurable diseases. 1034 

 In 2021, over a 100 drug and biologic applications at FDA 1035 

included AI research.  How will the AI increase the development 1036 
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of these new and innovative medicines? 1037 

 *Dr. Tripathi.  Yes.  Thank you for the question, 1038 

Representative. 1039 

 And I think it's, you know, we're really at the beginning 1040 

of just thinking about that.  So anything we say now I know is 1041 

going to be obsolete three years from now, but let me just, you 1042 

know, think about that. 1043 

 I mean, one of the ways that, you know, that we're already 1044 

seeing, for example, is in the area of protein folding.  So 1045 

protein folding is a, you know, very important part of being 1046 

able to identify diseases as well identify cures. 1047 

 And it's a very laborious process right now.  So there's 1048 

something like, you know, almost 300 million proteins that have 1049 

been identified and through the manual that we've had today, 1050 

something like a 189, 190,000 of them have actually been mapped 1051 

and modeled, right? 1052 

 So 300 million versus 190,000.  And then you have an 1053 

initiative like AlphaFold, which is an organization that came 1054 

out of, you know, Google DeepMind.  Just as one example, they 1055 

have actually developed models on 200 million of those proteins 1056 

that now have to have human, you know, oversight and human 1057 

verification, but it's a tremendous leap forward in, you know, 1058 

the ability to model these things and reduce the time to, you 1059 

know, from conception to being able to model something that's 1060 
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going to turn into greater discoveries for drug development. 1061 

 That's just one example, I think, of the kinds of, 1062 

acceleration that we'll be able to see. 1063 

 *Mr. Latta.  Well, thank you very much. 1064 

 Madame Chair, my time has expired and I will submit the 1065 

rest of my questions to the witnesses.  Thank you very much. 1066 

 *The Chair.  The gentleman yields back.  The Chair 1067 

recognizes Ms. DeGette for five minutes. 1068 

 *Ms. DeGette.  Thank you, Madam Chair.  And I want to 1069 

thank Congressman Burgess for getting the update on 1070 

implementation of 21st Century Cures, which, of course, was the 1071 

bill Fred Upton and I teamed up on some years ago. 1072 

 And, Dr. Tripathi, we, Fred and I worked on Cures 2.0 1073 

before he retired and I am now restarting that effort with 1074 

Congressman Bucshon.  So if there are tweaks or adjustments we 1075 

need to make, and I will say this to everybody, please let us 1076 

know as we move forward in developing this new legislation. 1077 

 *Dr. Tripathi.  We'd be very happy to provide technical 1078 

assistance on that. 1079 

 *Ms. DeGette.  Thank you very much.  But now I am the 1080 

ranking Democrat on the Energy Subcommittee, so I want to spend 1081 

the bulk of my questions today talking about the energy issues, 1082 

and I want to talk about the consumption of energy by AI, 1083 

because AI models process huge amounts of data, as we just 1084 
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heard from Dr. Tripathi. 1085 

 They process huge amounts of data to complete various 1086 

tasks.  So as the models become more sophisticated, they 1087 

require more and more computing power, which uses more energy.  1088 

AI is already a critical tool deployed in many situations, but 1089 

we must ensure these tools are as energy efficient as possible 1090 

to maximize their benefits and to reduce the strain on our 1091 

energy supply. 1092 

 So, Ms. Fu, first of all, congratulations on your 1093 

announcement today.  Your testimony mentions DOE's leadership 1094 

when it comes to creating more energy efficient computers at 1095 

scale.  What work has DOE done to make the chips that AI relies 1096 

on more energy efficient? 1097 

 *Ms. Fu.  Thank you for that question.  And energy 1098 

efficiency is not an afterthought at DOE, especially when it 1099 

comes to our high-performance computers. 1100 

 We absolutely cannot have computers that are too expensive 1101 

to operate or that overburden our power grid and make it 1102 

unreliable.  And this is somewhere where DOE has been investing 1103 

for decades. 1104 

 Over the last 20 years, we've been able to enable an 1105 

exponential increase in energy efficiency 200 times more 1106 

efficient. 1107 

 So 20 years ago, the fastest supercomputer at the time, 1108 
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people thought that they might need to site a nuclear plan 1109 

alongside that supercomputer.  We were able to set very, very, 1110 

aspirational goals for what that envelope should be like and 1111 

drive in partnership with industry the energy efficiency, 1112 

improvements. 1113 

 And so our Frontier exascale supercomputer is 200 times 1114 

more efficient than the first one that we built 20 years ago, 1115 

not 200 years ago.  And there's a huge opportunity for industry 1116 

partnership here. 1117 

 *Ms. DeGette.  And that is my next question.  I understand 1118 

that you are working closely with the private sector, when it 1119 

builds the new chips, and many of the technical advancements to 1120 

enable the efficient computing can be adapted and applied at 1121 

smaller scales. 1122 

 So can you talk a little bit about those innovations? 1123 

 *Ms. Fu.  That's exactly right.  Through our exascale 1124 

computing program, we partnered very, very closely with leading 1125 

chip companies.  And in fact, many of the critical components 1126 

that are in today's leading-edge chips that are powering 1127 

today's AI Revolution were born out of those codesign and co-1128 

development partnerships that we've had. 1129 

 *Ms. DeGette.  Thank you.  I want to shift a little bit 1130 

because in your testimony, you also talked about how we can 1131 

develop unique AI systems that can be actually leveraged to 1132 
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enhance national security. 1133 

 I wonder if you can talk a little bit about that because 1134 

it's so important, not that we just protect it, but that we 1135 

advance it. 1136 

 *Ms. Fu.  That's exactly right.  I think one of the key 1137 

questions here, you know, people often say, well, the private 1138 

sector is leading here.  We should just let them continue to do 1139 

all the things that they're doing, and that's incredibly 1140 

important and a real marker of the vibrancy of our innovation 1141 

ecosystem. 1142 

 But there are specific things that DOE really needs to 1143 

focus on to have an AI capability, and that really is three 1144 

things.  The first is on specialized data.  The second is on 1145 

trust, and the third is on security. 1146 

 So on specialized data, we have thousands of more times 1147 

scientific data than the largest AI models are trained on.  So 1148 

we really need to be able to leverage that for the kinds of 1149 

mission set that we have. 1150 

 The second is around trust and reliability.  We talked 1151 

about black boxes before.  The important thing is not just to 1152 

get the right answer from a model, but to understand how they 1153 

got there, and that's incredibly important for mission critical 1154 

missions that we have at DOE. 1155 

 And the third is on security.  And so there are going to 1156 
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be applications in national security where we're going to need 1157 

these models in classified spaces.  And so that's exactly one 1158 

of the things that we're really focused on and developing 1159 

throughout the AIEO. 1160 

 *Ms. DeGette.  Great.  Thank you so much, and thanks to 1161 

all the whole panel.  I yield back. 1162 

 *The Chair.  The gentlelady yields back. 1163 

 The Chair recognizes gentleman from Kentucky, Mr. Guthrie, 1164 

for five minutes. 1165 

 *Mr. Guthrie.  Thank you.  I thank the Chair for yielding 1166 

and my first question is to Mr. Khan. 1167 

 You know, China dominates global hardware and software 1168 

supply for supply chains for AI.  Could you talk more about 1169 

just how reliant we are on China?  And with that in mind, how 1170 

does integration of AI across our economy make us more 1171 

vulnerable to adversaries like China? 1172 

 *Mr. Khan.  Congressman, yeah, thank you for that 1173 

question.  Incredibly important issue. 1174 

 So first, I kind of want to just highlight, you know, the 1175 

Department has kind of been at the forefront of some of these 1176 

issues, particularly, on the export control side where in 1177 

October this year we recently updated our rules, kind of 1178 

tightening our restrictions and further closing avenues of 1179 

circumvention for China to gain access to the most advanced 1180 



56 

 

semiconductors and the manufacturing equipment needed to 1181 

produce those semiconductors. 1182 

 So that's a really kind of critical element of our 1183 

strategy that we've implemented on hardware side that is, 1184 

obviously, quite relevant for AI, and kind of, more broadly 1185 

speaking, of course, you know, the Administration's focus is 1186 

absolutely on finding ways to further de-risk kind of our ties 1187 

with China. 1188 

 *Mr. Guthrie.  What would you expect from Congress to help 1189 

you mitigate these issues?  What would you like to see from 1190 

congress? 1191 

 *Mr. Khan.  Thank you, congressman.  Yeah.  We're happy to 1192 

work with you on kind of any legislation on this and provide 1193 

technical assistance as needed.  Yeah. 1194 

 *Mr. Guthrie.  Okay.  Thank you. 1195 

 Dr. Tripathi, the executive order for AI requires HHS to 1196 

issue a strategy to determine whether AI and health care 1197 

maintains appropriate levels of quality in addition to ensuring 1198 

providers who receive funding comply with nondiscrimination 1199 

requirements using utilizing AI. 1200 

 How would you define quality and then what type of AI do 1201 

you believe can be most informative in health care? 1202 

 *Dr. Tripathi.  Thank you for the question, 1203 

Representative. 1204 
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 Yeah, we go back to the fundamental principles of, you 1205 

know, we call it FAVES, fairness, appropriateness, validity, 1206 

effectiveness, and safety as a core construct, it's very 1207 

similar to what you see in the, you know, in the AI framework, 1208 

the NIST AI framework and other frameworks that are available 1209 

across industry. 1210 

 And so we, you know, go back to principles like that.  And 1211 

the idea of quality is really based on this idea of assurance, 1212 

of how do you have, you know, sort of test beds, 1213 

infrastructure, and alignment with the Safety Institute, for 1214 

example, that Mr. Khan described, that'll be more of a US 1215 

government-wide approach, and we're going to be looking at it 1216 

from a department perspective with a deliverable in April to 1217 

develop that strategy and then, you know, think about how we 1218 

can build both infrastructure as well as policy infrastructure 1219 

and technical infrastructure to provide that kind of, you know, 1220 

sort of assessment and evaluation of products against those 1221 

principles. 1222 

 *Mr. Guthrie.  Okay.  Thanks.  So how do you intend on 1223 

working with your private sector counterparts and those with 1224 

the most expertise in this field to ensure there are 1225 

appropriate guardrails in place to check on potential bias 1226 

without impeding innovation? 1227 

 *Dr. Tripathi.  Yes.  Very important question.  So we have 1228 
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to work with industry on this.  We absolutely have to work with 1229 

industry on this. 1230 

 So couple things.  One is, I think, that as we go into and 1231 

I don't want to get out ahead of the process here, but as we go 1232 

into developing that assurance strategy, for example, I think 1233 

one of the concepts we'll look at is federation, for example, 1234 

of assurance labs, you know, as an idea that I think that we've 1235 

been looking at, and that would be, you know, sort of a public-1236 

private collaboration, much in the same way that my agency 1237 

certifies electronic health records, leveraging private sector 1238 

organizations that take requirements from my agency, but they 1239 

do the certification.  They do the actual work of doing the 1240 

certification. 1241 

 *Mr. Guthrie.  Okay.  Thanks.  So you had mentioned 1242 

electronic health records.  And one of the keys of this 1243 

Committee is data privacy and the most private of all data is 1244 

your personal health information. 1245 

 How do you think this should be protected? 1246 

 *Dr. Tripathi.  Yes.  Couldn't agree more on that. 1247 

 So we work very hard to ensure that the technology 1248 

supports the ability of providers to be able to have, you know, 1249 

as much security and privacy protections as possible. 1250 

 So our certification requirements have a number of 1251 

different elements related to the protection of information, 1252 
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from everything from encryption to access controls. 1253 

 In the most recent rule that we just issued, for example, 1254 

we added an additional requirement for a patient to be able to 1255 

request that the API that's making their information available 1256 

be shut off within an hour of their request. 1257 

 So that's just one example of the kinds of things that 1258 

we're putting into place. 1259 

 *Mr. Guthrie.  Okay.  Thanks.  So Ms. Fu, this weekend my 1260 

area had tornadoes.  Like we had exactly the same weekend two 1261 

years before.  Fortunately for us, it didn't have the damage it 1262 

had two years before, but, unfortunately, for my neighbors to 1263 

the south in Tennessee. 1264 

 So how can AI help with resiliency?  I am sorry, I only 1265 

have about eight, ten seconds left.  So if you give a quick 1266 

answer, resiliency? 1267 

 *Ms. Fu.  It can.  And we and we are working on a number 1268 

of tools that can help either from emergency response, helping 1269 

with planning, for example, for forest fires or even on 1270 

emergency response. 1271 

 So I don't want to take up too much time, but I can 1272 

follow-up with additional. 1273 

 *Mr. Guthrie.  We will have you follow-up.  My time is 1274 

expired and I yield back. 1275 

 *Ms. Fu.  Thank you. 1276 
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 *The Chair.  The gentleman yields back.  The Chair 1277 

recognizes, for five minutes, Ms. Matsui. 1278 

 *Ms. Matsui.  Thank you very much, Madam Chair, and thank 1279 

you witnesses.  This has been a great session here. 1280 

 The CHIPS Act addresses the importance in ensuring we take 1281 

back leadership of the semiconductor industry, not only for 1282 

national security purposes, but also for economic development 1283 

and innovation. 1284 

 It does have implications for near-term military 1285 

readiness, but also our ability to lead in technology of the 1286 

future.  AI is no exception. 1287 

 Mr. Khan, can you discuss the interaction between American 1288 

leadership and semiconductor technology and AI? 1289 

 *Mr. Khan.  Thank you, Congresswoman.  It's an incredibly 1290 

important issue. 1291 

 So just kind of step back, AI, what it essentially is is 1292 

taking these kind of mathematical algorithms, ingesting lots of 1293 

data with lots of computing power to kind of then develop those 1294 

models using that data. 1295 

 That computing power obviously comes from semiconductors, 1296 

and the semiconductors that are used to develop and deploy AI 1297 

are essentially some of the most advanced semiconductors in the 1298 

world. 1299 

 Unfortunately, we don't really produce these 1300 
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semiconductors in the United States today. 1301 

 *Ms. Matsui.  Okay. 1302 

 *Mr. Khan.  And so the CHIPS Act _ please. 1303 

 *Ms. Matsui.  Right.  Well, so do you believe implementing 1304 

the CHIPS Act quickly can give a leg up in the global AI race? 1305 

 *Mr. Khan.  Thank you.  I think the answer is, yes. 1306 

 *Ms. Matsui.  Okay. 1307 

 *Mr. Khan.  So as kind of the CHIPS Office and the 1308 

Secretary have noted, one aspect of our strategy under the 1309 

CHIPS Act is to onshore leading-edge production. 1310 

 That leading-edge production will allow us to create, in 1311 

the United States, the advanced semiconductors we need to 1312 

develop and deploy AI.  So I think he answer is, yes. 1313 

 *Ms. Matsui.  Okay.  Thank you very much. 1314 

 Dr. Tripathi, I have long worked to improve access to 1315 

elect electronic health records, especially for behavioral 1316 

health care providers to improve integration of care. 1317 

 I have been excited ready to hear about the ways AI can 1318 

improve the efficiency of HER's and even support clinical 1319 

decision making, however, I think it is essential that patients 1320 

and providers understand these tools. 1321 

 I am interested in your testimony about the algorithmic 1322 

transparency provisions in the health data technology and 1323 

interoperability proposed rule. 1324 
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 Dr. Tripathi, how will ONC enforce these transparency 1325 

requirements if third-party companies, not health IT vendors, 1326 

are the developers of are the predictive AI? 1327 

 *Dr. Tripathi.  Yes.  Thank you for the question, 1328 

Representative. 1329 

 So we worry about this every single day and have spent a 1330 

lot time thinking about what we think is a thoughtful approach 1331 

that balances the need for innovation and the opportunity to be 1332 

able to have these kinds of technologies in the electronic 1333 

health record system, which is the best place for it because 1334 

that's where it's in the workflows. 1335 

 It's available to patients through patient portals, for 1336 

example, if that's the, you know, if that's the technology that 1337 

allows, but it's available there for providers to be able to 1338 

use. 1339 

 So what we've done with our regulation is require that the 1340 

capabilities are there to make that information available, that 1341 

nutrition label kind of information.  If you're the electronic 1342 

health record vendor, you're required to fill out the nutrition 1343 

label for things that you supply. 1344 

 *Ms. Matsui.  Okay. 1345 

 *Dr. Tripathi.  But you also need to create that ability 1346 

for a third party to populate that information, either 1347 

themselves or through the provider.  Now, that's not a 1348 
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requirement.  We're not regulating it, but we believe that 1349 

there will be a race to the top. 1350 

 *Ms. Matsui.  And so if third parties refuse to share the 1351 

information on AI development with health IT vendors what tools 1352 

would ONC have at its disposal if that happens? 1353 

 *Dr. Tripathi.  Right.  Well, what we want is for the 1354 

market incentives to make that clear and to expose the fact 1355 

that you've got certain vendors who are not making that 1356 

information available. 1357 

 And we believe that providers will then have the ability 1358 

to say, well, I've got some AI that has that information 1359 

available to me and here's an AI tool _ 1360 

 *Ms. Matsui.  And you think that's _ 1361 

 *Dr. Tripathi.  _ that doesn't have that information and 1362 

that will inject appropriate caution on their side to decide 1363 

whether or not to use that tool. 1364 

 *Ms. Matsui.  Okay.  I will have to follow-up with you on 1365 

that, but Dr. Tripathi, in your testimony you also mentioned 1366 

the risk of predictive AI models propagating bias or making 1367 

incorrect conclusions based on the quality of the data used to 1368 

train the model. 1369 

 Patients and providers must be able to trust these models 1370 

will improve and not worsen existing health disparities.  Dr. 1371 

Tripathi, can you touch on ONC's work to create a 1372 
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representative dataset to train AI models? 1373 

 *Dr. Tripathi.  Yes.  Data quality is a huge issue here.  1374 

I think as we heard in the subcommittee meeting a couple of 1375 

weeks ago from Dr. _ 1376 

 *Ms. Matsui.  Right. 1377 

 *Dr. Tripathi.  _ Dr. Newman Toker, the clinical data, 1378 

which is a part of all of the data, is probably the worst 1379 

quality in a way or the, you know, sort of the biggest issue 1380 

with respect to the quality of the of the algorithms. 1381 

 So we are putting in place standards and increasing those 1382 

standards.  The US Core Data for Interoperability is a set of 1383 

standards that are required to be supported across the 1384 

industry, and more and more compliance with that will generate 1385 

higher quality data to be made available for better algorithms. 1386 

 *Ms. Matsui.  Thank you. 1387 

 Ms. Fu, I want to ask you some questions but I run out of 1388 

time, but I will submit some.  Okay?  Thank you very much.  I 1389 

yield back. 1390 

 *The Chair.  The gentlelady yields back. 1391 

 The Chair recognizes Mr. Griffith for five minutes. 1392 

 *Mr. Griffith.  Thank you very much. 1393 

 Director Fu, you mentioned just a little bit ago that your 1394 

office was working with grid operators and utilities on AI 1395 

applications for the grid. 1396 
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 Is your office using and/or soliciting power generators on 1397 

AI applications that could cycle fossil fuel power plants more 1398 

efficiently and in turn extend the power plant's life? 1399 

 *Ms. Fu.  Certainly.  This is a really important issue, 1400 

being able to ensure energy security, being able to assure low-1401 

cost energy and also reliability.  These are all broad issues 1402 

that are really important for the grid. 1403 

 On the specific question of how we're trying to extend 1404 

types of energy, I will get back to you on that. 1405 

 *Mr. Griffith.  Well, I would appreciate it because I 1406 

think it's very important because I think that because it costs 1407 

so much to build a power plant that the longer we can get 1408 

useful energy out of that power plant, it's better for all 1409 

concerned.  And you would agree with that, would you not? 1410 

 *Ms. Fu.  It's important to make sure that the investments 1411 

that are going into the grid are put to best use. 1412 

 *Mr. Griffith.  Absolutely.  All right.  So that was my 1413 

highbrow question. 1414 

 Mr. Khan, I am going to go lowbrow on you.  We got a lot 1415 

of folks up here are going to ask you big picture questions and 1416 

I am sitting here listening to it, and they are all fabulous, 1417 

and we have concerns about AI, and we should. 1418 

 And then I realized that, you know, maybe I should ask the 1419 

lowbrow question, and that is on my phone I have had right now 1420 
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I only think I have one AI application or one company, and that 1421 

is my Merlin Bird Identification App.  And both sound and photo 1422 

ID on that. 1423 

 And previously, I had the Mitch Waite Group Photo Sleuth, 1424 

which used AI to identify photos of birds on my phone to help 1425 

me figure what a species is. 1426 

 Here is the question.  How do I, as a consumer, know that 1427 

they aren't collecting other data?  I know they are collecting 1428 

the bird sounds.  They are collecting all sounds.  It records 1429 

everything that is going on when I turn it on around me to 1430 

identify the bird and my location. 1431 

 But how do I they are not collecting other pieces of 1432 

information while they are collecting that?  And what can we 1433 

do?  I am assuming we don't at this point.  Now, I rec trust 1434 

Cornell.  I am not beating on Cornell's Merlin app.  It is 1435 

fabulous.  I recommend it to anybody that is interested at all. 1436 

 But that being said, what standards are we going to set up 1437 

to make sure that when you are _ we are not talking about the 1438 

power plant.  We are not talking about the medical health 1439 

records.  We are talking about something people carry around 1440 

with them and use daily that they are carrying on their phone. 1441 

 What kind of standards can we set, and are we even looking 1442 

at that yet?  And I know it is a big task.  So I am not saying 1443 

it should already done, but I am saying, have you all even 1444 
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thought about it yet and are you looking in that direction? 1445 

 *Mr. Khan.  Congressman, yeah.  It's an incredibly 1446 

important issue.  I mean, I just want to highlight again, of 1447 

course, companies should be judicious about which data is being 1448 

used to train their model to ensure that it doesn't kind of 1449 

create harmful capabilities of the model. 1450 

 One, of course, that we discussed is bias, but there are a 1451 

number of other ways in which, you know, harmful training data 1452 

is basically reflected in the outputs of the model.  And so I 1453 

think we absolutely do need to kind of consider standards and 1454 

best practices to ensure the right data is used to train these 1455 

models. 1456 

 I think another element, just going back to the issue of 1457 

privacy, of course, federal data privacy, legislation, I think 1458 

will be critical here, to ensure, that personal data is 1459 

appropriately protected. 1460 

 So those are a couple of the efforts that I think we 1461 

should undertake.  And I would also just like to highlight.  1462 

Also, we've been working kind of with our partners and allies 1463 

on this issue as well.  The Department has worked with the 1464 

Department of State and the G7 to create a developer's code of 1465 

conduct. 1466 

 One of the issues that we did agree when we published the 1467 

code of conduct is to be kind of very careful about input data 1468 
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as well.  So I think this is an active conversation that we 1469 

need to kind of continue to focus on. 1470 

 *Mr. Griffith.  And I would agree and it both recognizes, 1471 

in that low brow question, it recognizes both that we have some 1472 

concerns that we should have as overseeing committee on AI and 1473 

it also shows the great potential because what they're to do is 1474 

that in the next few years we're tracking the bird movements, 1475 

how the species are moving as a result of climate changes or 1476 

maybe they have been there all along and we just didn't realize 1477 

it because it's hard to get. 1478 

 And now instead of, you know, relying on notes from an 1479 

individual, we have got the AI that says, yep, that person 1480 

actually did see the Saw-whet owl in Roanoke County on a 1481 

particular day at a particular time of the year and we can 1482 

track that.  It has got great potential.  It also has great 1483 

risk. 1484 

 I yield back. 1485 

 *The Chair.  The gentleman yields back. 1486 

 The Chair recognizes Ms. Castor for five minutes. 1487 

 *Ms. Castor.  Well, thank you, Chair Rodgers, for calling 1488 

this very important hearing on artificial intelligence and 1489 

thank you to our witnesses.  Thank you for your work to ensure 1490 

that America remains a world leader in innovation. 1491 

 Like most people, I am very interested in the efficiencies 1492 
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and advances that artificial intelligence can bring to our 1493 

lives.  The technological revolution driven by the internet has 1494 

also, on the other hand, magnified a lot of societal harms. 1495 

 One of my top priorities, when addressing evolving 1496 

technologies, has been to make sure that we protect the privacy 1497 

and the personal autonomy of Americans, especially our 1498 

children. 1499 

 A lot of folks do not appreciate the fact that when you 1500 

are online that you are often subject to manipulative and 1501 

deceptive algorithms that online technology can provide just 1502 

incredible learning opportunities, but too often, the online 1503 

world, can become full of risks and sometimes a predatory 1504 

place, especially for our youth. 1505 

 And for many years, I have raised the alarm about how 1506 

children, about the hidden practices of the big tech platforms.  1507 

The harm to kids and young people.  How they use the 1508 

manipulative designs to addict kids to their platforms, to 1509 

their products, they funnel them towards exploitive or harmful 1510 

content. 1511 

 What is not so transparent to the average person is the 1512 

massive amounts of data that is collected, their personal 1513 

information.  Some of it is incredibly sensitive and they 1514 

gather it to fuel the algorithms and often, they put, you know, 1515 

there is a story that comes out just about every day, how they 1516 
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put their profits over the best interest of our kids. 1517 

 So we have talked a little bit about today, Mr. Khan, but 1518 

what can you say to folks about the massive amounts of personal 1519 

data collection that we are all subject to and how that is 1520 

feeding in to train the AI models? 1521 

 Just talk about the data collection and how that, for good 1522 

or for bad, goes into building the AI bottles? 1523 

 *Mr. Khan.  Congresswoman, yeah, thank you for, kind of 1524 

pointing out that issue. 1525 

 So yeah, I have two little kids who are not old enough to 1526 

use social media yet, but I hope we solve this problem by the 1527 

time that they are. 1528 

 Yeah.  It's an incredibly concerning problem.  I think as 1529 

Dr. Tripathi noted, you know, one of the core elements of data 1530 

privacy legislation should be to focus on the issues that are 1531 

impacting children in particular and the use of their personal 1532 

data. 1533 

 We see that, I think, as one of the really major focuses 1534 

here and that's part of the solution.  There's quite a bit 1535 

other work we can do, where, you know, data gets collected in 1536 

some way and is used to train an AI model. 1537 

 One of techniques I talked about earlier, for example, 1538 

differential privacy, you know, even after _ if data has 1539 

inappropriately made it into a model or it was trained, if that 1540 
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model was trained on that data, how can we make sure that those 1541 

models still don't output personal data as well? 1542 

 And so one of the techniques, for example, is to kind of 1543 

introduce noise into the outputs of the model, so that even if 1544 

it has personal data kind of encoded within, it doesn't get 1545 

out. 1546 

 And so I think there's, kind of across the life cycle of 1547 

AI, we're really going to have to pursue, you know, both 1548 

legislation, but also technical solutions to solve this problem 1549 

and I think that's a real focus for us. 1550 

 *Ms. Castor.  So talk about the scale of the data that is 1551 

being collected and how AI developers, how are they going 1552 

tapping that data?  Are they going to data brokers?  Or what is 1553 

the ecosystem of data collection and are they, if you're 1554 

developing a certain model are you focused on certain datasets?  1555 

How does that work? 1556 

 *Mr. Khan.  It's a great question.  Yeah.  I mean, I don't 1557 

know if I'll be able to quantify that for you here.  I am happy 1558 

to kind of get back to you on the particulars. 1559 

 Obviously, you know, with kids, for example, using social 1560 

media, you know, the number of hours in a day.  I mean, there's 1561 

the opportunity for lots of data to kind of be collected, but 1562 

happy to get back to you on kind of some of the particulars of 1563 

how this is happening. 1564 
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 *Ms. Castor.  Can you talk about it from a health 1565 

perspective? 1566 

 *Dr. Tripathi.  Yes.  Happy to.  I think one of the things 1567 

that it's important for us to recognize, as I was describing 1568 

before, is that so much of our information, that is actually 1569 

health information, lives outside of HIPAA now because of the 1570 

day-to-day activities we have on our phones and the fact we're 1571 

taking this information from our electronic health records, 1572 

let's say, that might fall outside of HIPAA, but also just our 1573 

day-to-day activities and kind of the breadcrumbs of those 1574 

activities. 1575 

 And right now, outside of HIPAA, the only real protections 1576 

across the country are FTC Section 5.  And so there is a 1577 

responsibility on individuals in our country to look at the 1578 

privacy statement and make sure that they're comfortable with 1579 

the privacy statement. 1580 

 And I know for all of us, as a practical matter, you know, 1581 

we download an app and we don't _ 1582 

 *Ms. Castor.  It's not easy. 1583 

 *Dr. Tripathi.  But that is the, you know, the sole 1584 

assurance that we have right now is that that privacy statement 1585 

tells you what the vendor's going to do with the information. 1586 

 *Ms. Castor.  I think that highlights that we have work to 1587 

do on it.  Thank you, Madam Chair, I yield. 1588 



73 

 

 *The Chair.  The gentlelady yields. 1589 

 The Chair recognizes Mr. Bilirakis for five minutes. 1590 

 *Mr. Bilirakis.  Thank you.  Thank you, Madam Chair.  I 1591 

appreciate it. 1592 

 Mr. Khan, I appreciate that the Administration is looking 1593 

into AI.  As chairman of the Innovation Data and Commerce 1594 

Subcommittee, we spent a significant amount of time this year 1595 

focused on data privacy. 1596 

 I know we have been discussing this for quite a few 1597 

minutes, but addressing the protection for children is one of 1598 

the more difficult challenges, specifically, how to avoid 1599 

collecting more information to identify a child. 1600 

 The executive order certainly discusses testing of AI and 1601 

providing safeguards, but I do have concerns over child sexual 1602 

abuse material being categorized alongside misleading content 1603 

as the latter is surely a more subjective term. 1604 

 One of the clearest steps we can take is enacting a data 1605 

privacy law.  In terms of AI, I believe a lot of risks can be 1606 

mitigated with a data privacy law and being clear how and what 1607 

is collected, creating high barriers for the transfer of 1608 

children's information. 1609 

 This is imperative, when it comes to mobile devices and 1610 

websites, that are collecting data on their behavior, their 1611 

facial expressions and even their voices.  How are, again, the 1612 
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Secretary Raimondo and the President viewing the importance of 1613 

a data privacy law getting done?  And what is the most 1614 

important aspect of that effort to them as it relates to AI? 1615 

 *Mr. Khan.  Congressman, appreciate that question.  So, 1616 

yeah, I would just reiterate, of course, you know, how 1617 

essential it is that we have data privacy legislation that 1618 

particularly, gets at this issue. 1619 

 One of the efforts that the Department is undertaking as 1620 

part of executing the President's executive order on AI is that 1621 

the Department will be issuing guidelines for synthetic content 1622 

authentication, and part of effort will also involve how to 1623 

ensure that kind of we don't have, you know, abusive material, 1624 

that is taken into the model or generated by the model. 1625 

 And how to handle that issue in particular is, I think, 1626 

something that we're going to be addressing under the executive 1627 

order.  Thank you. 1628 

 *Mr. Bilirakis.  Thank you, Dr. Tripathy, I appreciate 1629 

that HHS has continued to work on adopting the broader use of 1630 

predetermined change control plans.  As the author of 1631 

legislation in the House last Congress to authorize the use of 1632 

PCCPs, I am interested in ensuring that innovators maintain the 1633 

ability to use machine learning to improve their capabilities 1634 

without getting bogged down by red tape at the FDA, especially 1635 

when these devices aren't substantively changing their 1636 
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capabilities. 1637 

 How does HHS plan to continue to utilize PCCPs to allow 1638 

this innovation to occur for the benefit of patients?  What 1639 

updates to the PCCP pathway would help ensure that the US 1640 

maintains its leadership in medical innovation on the global 1641 

scale? 1642 

 *Dr. Tripathi.  Yes.  Thank you for that question. 1643 

 So I think that I won't, you know, say at a high level.  1644 

I'd definitely want to take back the specifics of that and get 1645 

back to you from my FDA colleagues who are much more expert in 1646 

this. 1647 

 But in general the PCCP approach, I think as you know very 1648 

well since you're very involved in it, is to provide that kind 1649 

of flexibility, is to say we need a regulatory framework that 1650 

allows for taking into account the dynamism of technology and 1651 

really speaks to processes and approaches and trust in 1652 

governance mechanisms to allow, you know, sort of innovation to 1653 

happen within those kinds of parameters. 1654 

 And I think working in that frame and working with our 1655 

international partners assures that we'll get the kind of 1656 

innovation that we're looking for.  But I am happy to, you 1657 

know, to work with you on getting more specifics on that for my 1658 

FDA colleagues. 1659 

 *Mr. Bilirakis.  Please.  Please.  Yeah.  We await that.  1660 
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 Mr. Khan, over one in four of my constituents are seniors.  1661 

And as we know, seniors are one of the largest targets of 1662 

robocalls, credit card scams, and an endless number of other 1663 

online scams that in many cases leave people destitute. 1664 

 Criminals have utilized AI voice technology to better mask 1665 

themselves and fool more victims into being scammed, giving 1666 

away their life savings are risking the safety of their loved 1667 

ones. 1668 

 Your testimony mentions the Administration's intention to 1669 

launch a consortium of experts to advance its AI safety 1670 

mission.  To that end, how can we fight fire with fire and 1671 

utilize AI technologies to enhance public safety by identifying 1672 

these criminal activities and providing appropriate resources 1673 

to law enforcement? 1674 

 *Mr. Khan.  Congressman, thank you.  It's an incredibly 1675 

important issue.  One of the efforts that the Department is 1676 

undertaking under the executive order, within the AI Safety 1677 

Institute in partnership with kind of consortium experts, as 1678 

you noted, is the Synthetic Content Authentication Initiative, 1679 

which is essentially develop guidelines and technology for how 1680 

to identify when content is AI generated, when it's made by 1681 

humans, how to watermark AI-generated content, and I think that 1682 

will be kind of a core, you know, foundational technical 1683 

element that will help us then to better govern the technology 1684 
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and kind of identify cases of misinformation.  So that's a real 1685 

core focus for us. 1686 

 *Mr. Bilirakis.  All right.  Thank you very much.  I yield 1687 

back, Madam Chair. 1688 

 *The Chair.  The gentleman yields back. 1689 

 The Chair recognizes Mr. Tonko for five minutes. 1690 

 *Mr. Tonko.  Oh, thank you, Madam Chair and to our ranking 1691 

member, both thank you for hosting this important hearing. 1692 

 To combat the worst effects of climate change we must make 1693 

substantial progress transitioning to clean energy by the end 1694 

of the decade. 1695 

 AI has the potential to accelerate that transition and be 1696 

a useful tool in our fight against climate change.  So, 1697 

Director Fu, your testimony describes AI tools that are already 1698 

helping accelerate the energy transition and the deployment of 1699 

clean energy. 1700 

 Could you address how AI tools, excuse me, are being used 1701 

today to accelerate the energy transition and deployment of 1702 

clean energy? 1703 

 *Ms. Fu.  Thanks for that question and absolutely agree 1704 

with the importance of this of this issue. 1705 

 AI is absolutely important and a critical tool in the 1706 

scientist's toolkit.  And I think, across the department, we 1707 

are looking at how we can use our large-scale compute, the 1708 
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algorithms that we have, and the broad base of scientific 1709 

experts at our national labs to apply to different kinds of 1710 

clean energy deployment and development and research questions. 1711 

 And I think one really good example is how we've been able 1712 

to do that in fusion.  So one of the key scientific conundrums 1713 

is really how to ignite and control the fusion reaction.  And 1714 

what we've seen is we've been able to use AI to predict, 1715 

quantitatively predict and learn from new experiments and to 1716 

predict when ignition might actually happen. 1717 

 And the to do that actually saves tremendous amounts of 1718 

time, and also, the costs associated with we're actually doing 1719 

testing.  If you're able to simulate and use modeling, it 1720 

actually saves you a lot of time when you're actually doing the 1721 

experiments. 1722 

 And so we've been able to see some really, really exciting 1723 

advances coming out of our Lawrence Livermore National Lab in 1724 

this space, but that's just one example among many. 1725 

 *Mr. Tonko.  Yeah.  Are there other examples of AI support 1726 

for the development of future energy solutions as just 1727 

indicated with fusion?  Are there others that you would share? 1728 

 *Ms. Fu.  Yes.  Well, we talked a little bit in the 1729 

testimony about how we're applying this with industry on 1730 

offshore wind.  We're also really looking at new materials, how 1731 

we can use our computing and our ability to model the different 1732 
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kinds of material properties to develop completely new things 1733 

that are going to accelerate the development of technologies 1734 

that we may not even know about yet. 1735 

 *Mr. Tonko.  Thank you.  And AI clearly has an important 1736 

role to play in our transition away from fossil fuels, but we 1737 

need to consider the potential cybersecurity and reliability 1738 

risk that AI could create as it becomes more heavily integrated 1739 

in our energy sector. 1740 

 So, Director, I know DOE is thinking about these risks and 1741 

is working to make AI tools adopted by the energy sector safe 1742 

and secure.  How is your office supporting DOE's efforts to 1743 

design secure AI tools that prevent new ways to attack the 1744 

energy grid? 1745 

 *Ms. Fu.  That's right.  There's a lot areas of research 1746 

that really need to be developed.  One is around attack 1747 

detection and mitigation. 1748 

 I was speaking a little bit earlier about how we already 1749 

have a program to develop algorithms that can detect those 1750 

attacks, those vectors of entry, and mitigate the potential 1751 

damages from a cyberattack, and that includes, for example, 1752 

having a hardware in the loop test bed. 1753 

 So we use actual hardware that utilities are using in 1754 

their systems and do all sorts of testing on them to make sure 1755 

that they are able to be resilient to those potential attacks. 1756 
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 *Mr. Bilirakis.  And, what is DOE doing to making certain 1757 

that it develops scalable solutions that work for, say, 1758 

microgrids or smaller grid operators, and not just the largest 1759 

and most sophisticated energy companies? 1760 

 *Ms. Fu.  That's a really important question, and I think 1761 

we are only as strong as a country as the weakest links here, 1762 

and so that's why we need to work with all types of companies 1763 

to ensure that the grid is hardened. 1764 

 And I think one of the ways that we can scale here is 1765 

through industry partnerships.  By working to develop and 1766 

codevelop kinds of solutions that big and small utilities can 1767 

really use and scale. 1768 

 *Mr. Tonko.  Thank you.  Well, AI is creating exciting 1769 

opportunities to accelerate the energy transition and fight 1770 

climate change and I am glad that DOE is exploring ways for AI 1771 

tools to support the energy transition and has taken steps to 1772 

identify and mitigate potential risks as AI becomes more widely 1773 

adapted. 1774 

 I also hope that we in Congress can work together to pass 1775 

a national data privacy standard to ensure that AI development 1776 

does not come at the cost of American safety and its privacy. 1777 

 So with that, I thank you, Madam Chair, and yield back. 1778 

 *The Chair.  We are doing it.  Thank you.  The gentleman 1779 

yields back. 1780 
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 The Chair recognizes Mr. Johnson for five minutes. 1781 

 *Mr. Johnson.  Thank you, Madam Chair. 1782 

 And this first question is for the entire panel.  Can you 1783 

tell us how the lack of a national data privacy standard has 1784 

impacted your work to advance AI in your federal agencies?  Ms. 1785 

Fu, let's go to you first. 1786 

 *Ms. Fu.  Sure.  I recognize the importance of this issue.  1787 

DOE doesn't have a regulatory role here, but one of the things 1788 

that we're really doing, we talked a little bit about health 1789 

earlier, we are developing some of the some of the technical 1790 

tools that can be used to deal with privacy and trustworthy and 1791 

responsible AI. 1792 

 So two of our supercomputers, Frontier and Summit, can 1793 

take advantage of a unique framework that we've actually 1794 

developed that enables researchers to safely and securely 1795 

process protected data at scale. 1796 

 *Mr. Johnson.  Okay. 1797 

 *Ms. Fu.  So we hope that we will be able to expand that. 1798 

 *Mr. Johnson.  Thank you.  Mr. Khan?  Commerce? 1799 

 *Mr. Khan.  Yeah.  Congressman, I appreciate the question.  1800 

So, yeah, I would say, kind of similar to my DOE colleague, 1801 

here, Director Fu, you know, one of our core focuses, not just 1802 

in the kind of privacy space but more broadly is, you know, 1803 

particularly within NIST is to kind of really, around AI and 1804 
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its connection to privacy, is really develop the measurement 1805 

science, develop the technology that can serve as the technical 1806 

foundation for any potential future regulation, so that 1807 

regulation is smart. 1808 

 So I think that's what we're really focused on as we're 1809 

hoping to eventually get to a federal privacy law. 1810 

 *Mr. Johnson.  All right.  Dr. Tripathi? 1811 

 *Dr. Tripathi.  Yes.  I think one of the issues that 1812 

affects the health care industry and health IT industry for, 1813 

you know, for really for decades is the heterogeneity of 1814 

privacy policies across the country and across jurisdictions. 1815 

 And you start thinking about, you know, people move across 1816 

state borders. 1817 

 *Mr. Johnson.  Right. 1818 

 *Dr. Tripathi.  People move across jurisdictions and 1819 

having to figure out what are the privacy policies as I move 1820 

from one to the other and the medical record sharing has been, 1821 

you know, a significant barrier to being able to move forward 1822 

to, you know, better interoperability. 1823 

 *Mr. Johnson.  Okay. 1824 

 Mr. Khan, we have seen in the past the race to bring 1825 

innovative technology to market.  It is not uncommon for app 1826 

developers to rush a program to market and then correct the 1827 

flaws in real time. 1828 
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 I know because I am an IT guy and a software engineer and 1829 

I know how the industry works with that.  While AI apps can 1830 

produce results way beyond what the human brain can perceive, 1831 

right?  It is ultimately based on the data and parameters of 1832 

its training. 1833 

 AI Apps can explain, for example, how they came to a 1834 

certain conclusion.  So it is vital that procedures are in 1835 

place to assess whether an AI app will reliably perform its 1836 

expected tasks. 1837 

 Has the Commerce Department considered how to balance the 1838 

need to bring innovation to market that uses AI quickly, while 1839 

ensuring appropriate testing has been completed? 1840 

 *Mr. Khan.  Congressman, yeah, thank you for that 1841 

question.  So, the Commerce Department worked kind of very 1842 

closely with the White House, with industry in securing 1843 

voluntary commitments earlier this year from 15 leading AI 1844 

companies. 1845 

 And you know, a core element there was to kind of outline 1846 

some of the commitments that companies could make on testing, 1847 

evaluation, red teaming of models before they are deployed, for 1848 

a wide range of capabilities of concern ranging from kind of 1849 

national security related capabilities, more kind of emerging 1850 

capabilities in the most advanced models. 1851 

 *Mr. Johnson.  Well, let talk about the national security 1852 
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aspect of it a little bit because you mentioned that.  There 1853 

are varying degrees of risk associated with AI.  I mean, we 1854 

heard from an industry executive leader yesterday who basically 1855 

confirmed you can't take human judgment out of the equation in 1856 

many aspects, and that's part of the balancing in risk. 1857 

 AI used in advanced weapon systems, for example, pose a 1858 

much higher risk than AI used to predict text in an email.  How 1859 

is the Commerce Department taking into account these varying 1860 

degrees of risk associated with AI?  Because it can't be a one 1861 

size fits all. 1862 

 *Mr. Khan.  Yeah.  It's a great question.  So on the 1863 

specific use of kind of AI in military context, I would defer 1864 

to my kind of Department of Defense colleagues who are not here 1865 

with us today. 1866 

 More broadly speaking, kind of the issue of kind of 1867 

increasing autonomy of these systems is actually one of the 1868 

kind of emerging areas that we want to better characterize 1869 

through our work within NIST and the AI Safety Institute. 1870 

 *Mr. Johnson.  Okay. 1871 

 *Mr. Khan.  So I think it's a critical issue. 1872 

 *Mr. Johnson.  Is there a lot of collaboration going on 1873 

with outside groups to address the risk factors? 1874 

 *Mr. Khan.  Absolutely.  So as I mentioned, we're 1875 

launching a consortium where NIST will have the ability to 1876 
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partner with industry, civil society, nonprofits, academia, and 1877 

we expect very wide participation. 1878 

 We held a workshop very recently where the kind of the 1879 

start of that collaboration has already begun. 1880 

 *Mr. Johnson.  Okay.  Great.  Madam chair, I yield back. 1881 

 *The Chair.  The gentleman yields back. 1882 

 The Chair recognizes Mr. Cardenas for five minutes. 1883 

 *Mr. Cardenas.  Thank you, Madame Chairwoman Rodgers and 1884 

also, I would like to thank the Ranking Member Pallone for 1885 

holding this hearing.  And I want to thank the witnesses here 1886 

today for imparting your expertise and your opinions on the 1887 

subjects that we are talking about today. 1888 

 I am glad that closing out the year in this Committee with 1889 

a focus on artificial intelligence, which is a powerful 1890 

technology that will produce a lot of opportunity for the 1891 

American people, but also present some new challenges as well. 1892 

 We must ensure that we maintain our global leadership and 1893 

technology while also protecting workers and human rights.  1894 

Doing so will require consistent dialogue with the industry 1895 

leaders, regulators, and elected officials here in Congress and 1896 

also at the state level as well. 1897 

 Last month the White House and the National 1898 

Telecommunications and Information Administration, NTIA, 1899 

released the National Spectrum Strategy, which referenced the 1900 
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need for more research and development to encourage dynamic 1901 

spectrum sharing. 1902 

 Artificial intelligence will lead to this development of 1903 

innovative spectrum sharing technologies and it will allow more 1904 

efficient spectrum use. 1905 

 Mr. Khan, how can private sector connectivity companies 1906 

work with the federal government to ensure that AI is being 1907 

leveraged to encourage dynamic spectrum sharing? 1908 

 *Mr. Khan.  Congressman, thank you for that question. 1909 

 So, first, I would just say at the outset, you know, AI 1910 

really has application in a wide variety of areas.  I know 1911 

we've talked with colleagues here about health care, energy.  1912 

telecom, is yet another. 1913 

 Yeah.  We see an incredible opportunity here for 1914 

innovation in this space with AI kind of playing an increasing 1915 

role.  As for kind of some of the, you know, specific detail, 1916 

happy to follow-up with you with NTIA who is kind of studying 1917 

this issue very carefully. 1918 

 *Mr. Cardenas.  Okay.  Thank you. 1919 

 President Biden's executive order on AI has directed the 1920 

United States Patent and Trademark Office and United States 1921 

Copyright Office to work together to issue recommendations to 1922 

the President on potential executive actions relating to 1923 

intellectual property and AI. 1924 
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 As we have seen this year, there are a lot of AI-related 1925 

IP risks that come with use of technology. 1926 

 Mr. Khan, can you speak to the main risks or priorities 1927 

that the Department of Commerce, the Biden Administration, the 1928 

USPTO are concerned about? 1929 

 *Mr. Khan.  Yeah.  Absolutely.  So yeah, copyright kind of 1930 

comes into play in many different ways, kind of throughout the 1931 

AI life cycle.  One is kind of the very complex issue of the 1932 

use of, you know, copyrighted information, that is used 1933 

actually during the training and development of a model where I 1934 

think, you know, this is an issue that I think, you know, the 1935 

courts and Congress will need to kind of further consider, and, 1936 

you know, this particular issue is something that we're 1937 

thinking about. 1938 

 And then, of course, also the issue of the AI model once 1939 

it's trained.  Many models have the ability to actually just 1940 

reproduce content that is otherwise copyrighted. 1941 

 And so how do we deal with that issue?  What kind of 1942 

technical solutions should companies be implementing that fine 1943 

tune these models in a way that they, you know, if you query 1944 

them to kind of output copyrighted data, how can you ensure 1945 

that they don't do that inappropriately? 1946 

 So I think those are all issues that are kind of under 1947 

consideration.  Now, we have, you know, kind of a roadmap for 1948 
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kind of further feedback from stakeholders on this and we're 1949 

not coming in with a particular answer, as yet, but hopefully 1950 

more to come in the new year as we ultimately issue those 1951 

recommendations. 1952 

 *Mr. Cardenas.  Thank you.  Generative AI ingests massive 1953 

amounts of data to produce outputs.  In some cases, where these 1954 

outputs are things like digital paintings or music, the result 1955 

can closely resemble the original work of artists whose data 1956 

these apps are being trained on. 1957 

 Mr. Khan, what tools should we be considering to ensure 1958 

that there is level playing field in markets where artists are 1959 

competing with AI generated products, which are often 1960 

influenced by the artists' work themselves?  And also, should 1961 

these AI generated products require labels? 1962 

 *Mr. Khan.  Could you repeat that last part? 1963 

 *Mr. Cardenas.  Should these AI generated products require 1964 

labels? 1965 

 *Mr. Khan.  Labels.  Okay.  Yeah.  So on the labels _ 1966 

 *Mr. Cardenas.  Labels, watermarks, you know what I mean. 1967 

 *Mr. Khan.  Right.  Right.  On the question of 1968 

watermarking, that is, as I mentioned earlier, kind of one of 1969 

the initiatives that we have in place to kind of better kind of 1970 

create kind of a standardized methodology and technology for 1971 

watermarking and particularly in, you know, images for example, 1972 
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that's an area where, kind of technically speaking, that's 1973 

something that can be done. 1974 

 So that's certainly one area that we're looking at.  Yeah. 1975 

 *Mr. Cardenas.  Well, I think it is important that we 1976 

recognize the tremendous potential of AI, yet at the same time, 1977 

the disruption, which some people love the word disruption, but 1978 

disruption could mean the replacement of millions of jobs 1979 

across America and across the world. 1980 

 And these are the kinds of things that I think that we 1981 

should be looking at, considering, and also taking into account 1982 

when we are moving forward to make sure that the playing field 1983 

remains fair and appropriate for the American people. 1984 

 With that, my time has expired, and I yield back. 1985 

 *Mr. Bucshon.  [Presiding]  The gentleman yields back. 1986 

 I now recognize myself for five minutes for questions.  1987 

 I would like to thank the witnesses for being here today.  1988 

I was a surgeon before I was in Congress, so I want to agree 1989 

with Dr. Burgess regarding physician burnout and early 1990 

retirements. 1991 

 We need to fix the physician fee schedule now.  This is an 1992 

annual problem.  It has been going on for about 30 years, late 1993 

1980s, and we are having problems of getting physicians in 1994 

underserved urban areas and in rural America. 1995 

 So that is another message for you, sir. 1996 
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 As the United States continues to adopt the use of AI 1997 

throughout the economy the need for qualified individuals that 1998 

can develop and utilize such technologies will continue to 1999 

grow. 2000 

 In 2019, the US had approximately 14 million 600 workers.  2001 

It is more now.  And the numbers of workers in this sector is 2002 

expected to grow at twice the rate as the general workforce. 2003 

 We have already seen some of the potential and, at this 2004 

point, unproven dangers of employing these powerful tools 2005 

without properly trained individuals overseeing their use. 2006 

 Just this morning it was reported that a major health 2007 

insurer faced the class action lawsuit alleging the company 2008 

empowered an AI algorithm to deny approval for care that 2009 

patients were owed under the Medicare Advantage plans. 2010 

 This is a second such case against the health insurance.  2011 

Both ensure insurers deny these claims against them, but we 2012 

will have to see how this plays out. 2013 

 While AI can be an effective tool, companies must be sure 2014 

the algorithms they deploy function appropriately and that 2015 

careful oversight by trained individuals is widely available 2016 

and utilized. 2017 

 Maintaining a robust workforce of qualified individuals 2018 

will ensure that the US remains a hub of innovation.  It does 2019 

not cede its leadership role to our competitors abroad.  This 2020 
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is why I am proud to be co-leading the Artificial Intelligence 2021 

Literacy Act of 2023, alongside representative Lisa Blunt-2022 

Rochester, which will ensure that existing grants can be used 2023 

to facilitate programming and tools related to AI educational 2024 

opportunities. 2025 

 Education on appropriate utilization of AI is extremely 2026 

important, particularly in the health care sector. 2027 

 Dr. Tripathi, are there challenges faced by the health 2028 

care sector workforce that are different from other areas?  I 2029 

mean, it is a unique space, right? 2030 

 *Dr. Tripathi.  Yep.  Thank you.  Thank you for the 2031 

question. 2032 

 Well, the biggest challenge that we have in health care is 2033 

just the shortage of workforce.  I mean, you see it, almost 2034 

everywhere. 2035 

 Anytime you go to Hospital, you know, some of the 2036 

challenges of just being able to get into the hospital are 2037 

related to floors empty because there aren't enough workforce. 2038 

 And I think as we heard a couple of weeks ago in the 2039 

Subcommittee hearing from Dr. Schlosser, for example, the 2040 

opportunity for AI to be able to extend the productivity of 2041 

clinicians and of the workforce to allow treatment of more 2042 

patients with the existing workforce with the same quality that 2043 

exists today, I think, is a huge opportunity for us and 2044 
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something that's really important for health care. 2045 

 *Mr. Bucshon.  Yeah.  And I would agree and I think there 2046 

are some companies out there that are in the private sector, 2047 

obviously looking adding health care divisions in the tech 2048 

sector.  Oracle is one of those. 2049 

 So how do we begin to train medical professionals on the 2050 

use of AI and increase awareness of the pros and cons, and how 2051 

can we ensure that they are using AI as a tool, not a crutch? 2052 

 So to your point, they can use this, be more efficient, 2053 

but how do we start educating?  And can HHS do anything to 2054 

encourage the educational system to start doing this if they 2055 

are not already? 2056 

 *Dr. Tripathi.  Yes.  I think, part of, you know, one of 2057 

the key focus areas of the task force, the cross-department 2058 

task force that I mentioned, is education in particular.  And I 2059 

think there are a couple of different levels to that. 2060 

 So we certainly are going to develop that over the coming 2061 

months as we think about that.  As I described before, our HTI-2062 

1 rule creates transparency for clinicians.  You're a surgeon, 2063 

so for clinicians to be able to have access to that 2064 

information, which begs the question of well, what do I do with 2065 

that information? 2066 

 You know, how do I do that?  So we place a premium on 2067 

being able to, you know, figure out the education for, you 2068 
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know, for two levels.  One is for those who are practicing 2069 

today and how do we have appropriate mechanisms working with 2070 

medical societies, working with, you know, medical colleges, to 2071 

be able to provide kind of training and expertise? 2072 

 The second is building the pipeline.  So ONC has a, you 2073 

know, public health informatics training that's working with 2074 

minority serving institutions, 5,000 trainees into parts of the 2075 

workforce that we haven't tapped into, typically. 2076 

 We also have the AIM-AHEAD program at NIH, which is 2077 

similarly establishing centers working with 1,500 trainees to 2078 

help them move into these AI-focused technologies. 2079 

 *Mr. Bucshon.  Yeah.  I think that is very important.  The 2080 

pipeline piece is really important.  I think, you know, getting 2081 

young people interested in this.  My daughter's a software 2082 

engineer, and particularly, women, you know, is a population of 2083 

people who they've encouraging, you know, you mentioned 2084 

minority, underserved, groups of our fellow citizens that could 2085 

potentially benefit from being trained in this area and tech 2086 

and in AI and other things, and it is an untapped resource, I 2087 

think. 2088 

 I would completely agree with that. 2089 

 With that I yield back and recognize Mr. Ruiz from 2090 

California. 2091 

 *Mr. Ruiz.  Thank you.  As a physician, I have long worked 2092 
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towards creating a health care system that is affordable, 2093 

accessible, and patient focused.  And these priorities not only 2094 

improve quality of care, but they also strengthen our health 2095 

care workforce and address barriers to care affecting 2096 

underserved communities. 2097 

 Artificial intelligence has the potential to help us 2098 

achieve these goals, but we must do our due diligence to be 2099 

sure it is not at the cost of quality care or patient safety. 2100 

 Last month, the Health Subcommittee held a hearing to 2101 

explore and better understand how AI is changing health care. 2102 

 Dr. Tripathi, I would like to get your perspectives on 2103 

some of those themes.  So what mechanisms are required for AI 2104 

in-house standings to ensure patient safety?  What can go wrong 2105 

and what mechanisms are required to ensure that those things 2106 

don't happen? 2107 

 *Dr. Tripathi.  Yeah.  I would point to three things.  One 2108 

is transparency, first and foremost, which is what our rule 2109 

establishes the rule released this morning.  It starts to 2110 

establish transparency so that providers know what AI is 2111 

embedded in their systems and they have some basic information 2112 

about where does that algorithm come from?  Are there known 2113 

safety issues?  Are there risks? 2114 

 So that they can start to make informed decisions just 2115 

like they do every single day about what medication am I going 2116 
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to prescribe?  What's on the formula?  Should I use this 2117 

device? 2118 

 We think we should be looking at that in the same context 2119 

and provide them with the kind of information so that they can 2120 

make those decisions.  The second is about education. 2121 

 So how do we work with medical societies, work with 2122 

medical colleges to provide to make them better and more 2123 

informed users so that they're in a position to make those 2124 

kinds of decisions, which I think is, you know, critically 2125 

important. 2126 

 *Mr. Ruiz.  So it sounds like you are utilizing AI as you 2127 

would some kind of screening test or modality.  And so you're 2128 

allowing the test and you're going to have doctors kind of be 2129 

educated on the pros, the cons, the limitations of that test. 2130 

 Is there anything within AI that would be programmed to 2131 

ensure the safety of patients? 2132 

 *Dr. Tripathi.  Well, there certainly could be, and I 2133 

think that's a part of, you know, being able to have 2134 

transparency about what, you know, as you look at tools, side-2135 

by-side for example, tools that have those kinds of 2136 

capabilities over time would hopefully be preferred by 2137 

providers with the assurance that if they use those tools, 2138 

they've got those kind of capabilities. 2139 

 In the absence of that information, we don't have that 2140 
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kind of _ 2141 

 *Mr. Ruiz.  So bias has been an issue in the health care 2142 

setting that have led to disparities in treatment modalities 2143 

for certain groups versus others. 2144 

 What impact does a biased AI model have on patients, and 2145 

what strategy should be implemented to detect and negate biases 2146 

in AI models used for health care? 2147 

 *Dr. Tripathi.  Yeah.  So it can have profound effects, 2148 

and there's, you know, already a ton of documentation on that.  2149 

There are areas that seem to be relatively benign, that it 2150 

turns out have big effects. 2151 

 So there's, you know, a peer-reviewed journal studies that 2152 

have looked at, for example, something that seems as benign as 2153 

patient scheduling, where AI was used to schedule patients and 2154 

then didn't take in and then tried to sort of double book, 2155 

triple book physicians who were seeing certain patients because 2156 

they were deemed to have a higher risk of no shows. 2157 

 Well, it turns out they were being a no show because they 2158 

had transportation insecurity.  Maybe they live in a rural area 2159 

50 miles away and they have an old car and two times their car 2160 

broke down on the way and now, all of a sudden, the algorithm 2161 

says, oh, they're a high risk for a no show.  Let's double 2162 

book, triple book the provider. 2163 

 And now they're the ones that, you know, the individual 2164 
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shows up and they're sitting for two hours in the waiting room, 2165 

perhaps losing their job because they weren't, you know, 2166 

allowed to take that time. 2167 

 So there's many, many dimensions of this, and I think 2168 

there could be some profound risk from a bias perspective. 2169 

 *Mr. Ruiz.  In October, the Biden Administration issued an 2170 

executive order on artificial intelligence that establishes a 2171 

safety program in HHS to receive reports and remedy harms from 2172 

unsafe health care practices involving AI. 2173 

 What is the status of that safety program, and how is HHS 2174 

thinking about its development and its mission to protect 2175 

patients? 2176 

 *Dr. Tripathi.  Yes.  So one of the deliverables, I think 2177 

of it as a two-part deliverable, the idea is, from a safety 2178 

perspective, is to first have an assurance strategy.  So is 2179 

there infrastructure or other resources that we make available 2180 

that allow us to test these kinds of technologies that will be 2181 

in line with the Safety Institute, for example, that Department 2182 

of Commerce is launching? 2183 

 And that first plan we are going to be completed by the 2184 

end of April.  The second is, by the end of October, is 2185 

thinking about that in the context of patient safety reporting. 2186 

 So leveraging the patient safety organizations that are 2187 

already in place and saying, how do we have mechanism for the 2188 
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reporting of these kinds of incidents, for a central repository 2189 

where I can gather that information, and then how can I screen 2190 

those to be able to issue informal guidance where issues are 2191 

identified to appropriate stakeholders who might be using 2192 

technologies so they're aware of those? 2193 

 *Mr. Ruiz.  Okay.  Thank you.  I yield back. 2194 

 *Mr. Bucshon.  The gentleman yields back.  Recognize Mr. 2195 

Wahlberg, five minutes. 2196 

 *Mr. Walberg.  Thank you, Mr. Chair, and thanks to the 2197 

panel for being here.  This is extremely helpful as some of us 2198 

try to wrap our minds around AI and really come to understand 2199 

the positive things that can be done along with preparing 2200 

ourselves for the negatives. 2201 

 At this Committee we often speak about bureaucratic 2202 

backlog and the amount of time it takes to do anything at the 2203 

federal level, from permitting new energy projects, and I have 2204 

mentioned the possibility of AI helping that, as I spoke on a 2205 

panel at COP28 this weekend, in fact, to addressing Medicare 2206 

appeals or approving satellite licenses. 2207 

 We know AAI has added some complications to our legal 2208 

system, but I also think it could improve how our government 2209 

works and help us bring some much needed certainty. 2210 

 Ms. Fu, thank you for being here.  What are some practical 2211 

things government can do with AI to improve our own outcomes?  2212 
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For instance, could AI be used to better identify waste, fraud, 2213 

and abuse in DOE's grant programs in the same way that private 2214 

companies are deploying it to find fraud? 2215 

 *Ms. Fu.  The answer is yes.  AI can be used for a 2216 

multitude of different purposes, one of which could be for 2217 

identifying waste, fraud, and abuse. 2218 

 *Mr. Walberg.  Which would be helpful and encouraging to 2219 

the to the citizenry, the taxpayers as well. 2220 

 Let me go on and ask you, Ms. Fu.  AI has been 2221 

demonstrated to help user to identify trends, automate tasks, 2222 

and increase productivity.  Some have suggested that AI could 2223 

be used to speed permitting and reduce bureaucratic delays as I 2224 

conjectured at COP. 2225 

 Has the Department looked into how AI could be leveraged 2226 

to address our significant permitting issues? 2227 

 *Ms. Fu.  That's a really important question and we're 2228 

tracking this very closely. 2229 

 We think that there's a huge opportunity for AI here.  And 2230 

through the executive order we were tasked with looking at 2231 

opportunities that AI can provide for permitting and 2232 

potentially speeding up that process. 2233 

 So we're working on a project right now that leverages our 2234 

supercomputing and our AI capabilities to analyze vast amounts 2235 

of permitting information that are associated with past 2236 
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projects and to see where the bottlenecks are and how we can 2237 

put in place, potentially, some kinds of mitigating actions 2238 

that can help move time lines along. 2239 

 *Mr. Walberg.  Yeah.  It would just seem that with all 2240 

information coming from past projects and permits that go on 2241 

that we could have learned a lot that would say about another 2242 

project in a similar space, yeah, we've been there, we've done 2243 

that.  And we can reduce the time to get that done.  I hope 2244 

that that comes to reality. 2245 

 If we were to deploy AI in this manner, what guardrails 2246 

exist for AI to ensure projects are still being judged on 2247 

merit, not just what AI may say about them?  For instance, 2248 

could there be bias in AI leading to some projects being 2249 

funded, but not others? 2250 

 *Ms. Fu.  This is a big concern and I think this is 2251 

exactly why we need to do some of the research that's necessary 2252 

to look at how bias is, you know, potential sources of bias 2253 

within the system and potential mitigating measures. 2254 

 Also, I think I mentioned before, this issue of 2255 

explainability is extremely important, especially for DOE's 2256 

high consequence missions.  Think nuclear security or the 2257 

electrical grid. 2258 

 We need the right answer, but we also need to know how we 2259 

got there.  So this is a very important line of research for 2260 
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DOE. 2261 

 *Mr. Walberg.  Yeah.  As one expert in the field explained 2262 

to us yesterday that we ought to be copilots still in the 2263 

process.  Taking the technology, the usefulness of it, but 2264 

still thinking for ourselves to some degree. 2265 

 So I would assume you would agree with that? 2266 

 *Ms. Fu.  I would agree with that.  I just also just add 2267 

one thing, because I think today we've talked a lot about I 2268 

think really assuming, you know, in this space of AI, we're 2269 

talking a lot about large language models, about sort of the 2270 

predictive next text capability. 2271 

 And I think that's really important, and obviously, we've 2272 

all played with these tools, and they can do really interesting 2273 

things.  One thing that DOE is really focused on is physics 2274 

informed models. 2275 

 We have a lot of physicists; we have a lot of scientists.  2276 

How can we use these types of new foundation models for our 2277 

science, energy, and security missions? 2278 

 *Mr. Walberg.  Great.  I am glad to hear you are thinking 2279 

about that.  I will remain a copilot, but _ 2280 

 *Ms. Fu.  Yes. 2281 

 *Mr. Walberg.  _ trust some of the benefits that we can 2282 

get.  So I see my time is about to expire.  Next question won't 2283 

fit, so I will yield back, Mr. Chairman. 2284 
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 *Mr. Bucshon.  The gentleman yields back. 2285 

 I recognize Mr. Peters from California, five minutes. 2286 

 *Mr. Peters.  Thank you, Mr. Chairman.  Thanks to the 2287 

witnesses for being here.  I appreciate it very much. 2288 

 And as the world leader in innovation, as America's likely 2289 

to be in the lead of developing AI, it reminded me, by the way, 2290 

I should just mention, I visited Sony Electronics in my 2291 

district in San Diego where they are working on watermarking 2292 

photographs to fight back against deep fakes. 2293 

 So I know that the private sectors out there.  I 2294 

appreciate the mention of partnerships with the private sector, 2295 

to help the government get things right. 2296 

 In San Diego we are familiar with the devastating effects 2297 

of wildfires and many communities around the country are facing 2298 

catastrophic wildfires for the first time.  AI enabled tools 2299 

can help wildfire response and recovery efforts, saving lives 2300 

and helping communities bounce back more quickly. 2301 

 But I want to ask you, Ms. Fu, about that, but, also, what 2302 

about mitigating wildfires?  What about forest management?  2303 

What about other natural disasters?  How is DOE taking 2304 

advantage of AI and supporting work in that area? 2305 

 *Ms. Fu.  That's a great question and a big source of 2306 

concern. 2307 

 Our Pacific Northwest National Lab actually has already 2308 
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developed a fully automated AI assisted tool that will map the 2309 

characteristics of wildfires and has already been used on 2310 

hundreds of events. 2311 

 So there's two pieces to this.  The first is around how it 2312 

can help with risk planning, as you say, and the second around 2313 

rapid disaster response.  So on risk planning we've worked with 2314 

the forest service to develop a tool that can identify across 2315 

500 million acres of forest to manage.  You know, where forest 2316 

thinning should be used, where controlled burning to be used to 2317 

potentially prevent future wildfires. 2318 

 On disaster response, the tool also combines different 2319 

sources of imagery to help identify and assist with situational 2320 

awareness for incident command and disaster management.  And 2321 

the tool can actually see through wildfire smoke, especially at 2322 

times when ground crews or aircrafts or drones cannot deploy. 2323 

 *Mr. Peters.  Okay.  I know that you mentioned in your 2324 

testimony that the Coast Guard used AI to help with wildfires 2325 

in Maui and we had a subcommittee hearing on those effects in 2326 

September. 2327 

 Can you just describe a little bit about how, in that 2328 

specific instance, you used AI? 2329 

 *Ms. Fu.  I think this tool was deployed and really helped 2330 

the Coast Guard or helped us guide and work with the Coast 2331 

Guard to think about where resources would be most effective, 2332 
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most deployed where the fire was predicted to spread, looking 2333 

at different kinds of imagery from satellites, from social 2334 

media, even from drones. 2335 

 So this is one thing that we have used in Maui, but we've 2336 

also used in other incidents around the country. 2337 

 *Mr. Peters.  Okay.  I was also going to ask you the same 2338 

question about permitting reform as Mr. Walberg did. 2339 

 I really think, you know, we passed the IRA last year.  We 2340 

put on the books up to $369 billion to invest climate action.  2341 

If things go well, that's tens of thousands of projects,  2342 

30,000, 40,000, 50,000 projects that have to go through the 2343 

system. 2344 

 Today's Department of Energy, Department of Interior, the 2345 

EPA, we are not equipped to deal with that volume and it 2346 

strikes me that AI is going to have to be part of sorting 2347 

through all that. 2348 

 And so, I appreciate your response, Mr. Wahlberg.  I think 2349 

it is going to be really critical if we want to take climate 2350 

action because we have the money now, but unless we get at it 2351 

with speed, we will still fail. 2352 

 You can have all the money in the world, but if we can't 2353 

get the money out of the bank and into the ground we will fail, 2354 

and I don't know how to do that without AI.  Have you thought 2355 

about how to really focus AI as a tool to deploy the work we 2356 
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have done on the climate side in the IRA? 2357 

 *Ms. Fu.  So I mean, this is a really important issue for 2358 

us.  And I mentioned earlier that we have this pilot that's 2359 

ongoing. 2360 

 Right now it's digesting just NEPA documents, but we're 2361 

looking at how we might be able to expand that for other types 2362 

of permitting documents from other agencies and potentially 2363 

serve as a resource for other agencies as well. 2364 

 But one thing I would flag that we're uncovering is really 2365 

the need for common data formats.  I mean, it sounds extremely 2366 

dry, but it's essential as we look to actually apply AI to all 2367 

sorts of mission sets. 2368 

 *Mr. Peters.  Well, we can talk about that with respect to 2369 

avoiding the next pandemic.  I think one of the frustrations 2370 

that I identified really early on was that we don't have 2371 

specific sets of data or the exact same data from around the 2372 

country.  I know that the English National Health Service has 2373 

got its problems, but at least they see all the patients and 2374 

they have the same data. 2375 

 I appreciate that that is an input issue for you in health 2376 

care and environment, but also on permitting.  It is not just 2377 

NEPA.  It is the Endangered Species Act, and it is historical, 2378 

and all that stuff can be synthesized by AI, I believe. 2379 

 So thank you very much for coming.  I look forward to 2380 
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working with you, and, Mr. Chairman, I yield back. 2381 

 *Mr. Bucshon.  The gentleman yields back. 2382 

 I now recognize Mr. Carter, five minutes. 2383 

 *Mr. Carter.  Thank you, Mr. Chairman, and thank each of 2384 

you for being here.  This is extremely important as I know you 2385 

understand. 2386 

 In fact, this hearing today is kind of a culmination, if 2387 

you will, of a number of hearings.  We have had them throughout 2388 

all our subcommittees because the focus is so different for a 2389 

for each area that that we have jurisdiction over here in this 2390 

in this Committee. 2391 

 So it is very important, whether we're talking about 2392 

cybersecurity, whether we're talking about drug development or 2393 

whatever. 2394 

 I want to ask you, Mr. Khan, the National Institutes of 2395 

Standards and Technology, NIST, that falls under Department of 2396 

Commerce, is that correct? 2397 

 *Mr. Khan.  Yes. 2398 

 *Mr. Carter.  And they have been given a lot of 2399 

responsibilities within the President's executive order.  That 2400 

includes the development of AI safety information. 2401 

 So I understand that NIST is going to be relying on 2402 

outside agencies to help them with that and I am okay with 2403 

that, but I just want to make sure, how is the Department of 2404 
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Commerce going to ensure that there is a diverse set of 2405 

viewpoints that are incorporated into this effort? 2406 

 *Mr. Khan.  Thank you, Congressman.  Yeah.  It's a 2407 

critical issue that we're thinking about. 2408 

 Certainly, as we launch our consortium to support the 2409 

activities of NIST in the  AI Safety Institute, we are really 2410 

hoping to have kind of a wide range of stakeholders within 2411 

industry, not just large companies, but, you know, small and 2412 

medium businesses as well, academics, nonprofits. 2413 

 I would also point out that NIST also houses the National 2414 

AI Advisory Committee, which includes an advisory board, 2415 

essentially, that has a range of stakeholders from kind of 2416 

different parts of industry, different parts of academia.  So, 2417 

we're really focused on getting a voice from a wide range of 2418 

stakeholders. 2419 

 *Mr. Carter.  And it is so important.  As I said earlier, 2420 

you know, we all of our subcommittees have had separate 2421 

meetings on it.  It is so diverse and so impactful and 2422 

everything. 2423 

 The National Telecommunications Information 2424 

Administration, NITA, and it they also play an important role 2425 

in AI responsibility. 2426 

 So how is the Department of Commerce overseeing the 2427 

coordination between NTIA and NIST? 2428 
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 *Mr. Khan.  Thank you for that question, Congressman. 2429 

 So, yeah, we have a robust coordination on AI policy 2430 

ongoing across the Department.  Part of that is, of course, you 2431 

know, my job to be talking to all of these different bureaus 2432 

across the department, but we have, you know, quite a few 2433 

resources kind of devoted to that, you know, inter-bureau 2434 

collaboration and especially on certain issues. 2435 

 Just to take one example, you know, we've had a lot of 2436 

work in the kind of international AI policy space, working with 2437 

allies and partners in the G7.  There was a recent UK AI Safety 2438 

Institute, and really all of the bureaus, NIST, NTIA, others 2439 

like BIS, and others, all have kind of unique equities when it 2440 

comes to kind of international AI policy, and so, you know, 2441 

we'll regularly have input from across the bureaus on key 2442 

issues that relate to that. 2443 

 *Mr. Carter.  Right. 2444 

 *Mr. Khan.  That's just one example, but across other 2445 

issues as well. 2446 

 *Mr. Carter.  Okay.  Well, in the coming months, the 2447 

Department of Commerce is going to be putting out a series of 2448 

requests for comments in response to the executive order.  So 2449 

with that expectation of having multiple requests in various 2450 

areas, do you feel like the US government has the staff to 2451 

review these comments and will the government have to utilize 2452 
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outside help for that? 2453 

 *Mr. Khan.  Thank you, Congressman. 2454 

 So we're focused on executing the tasks under the 2455 

executive order with the funding and the resources we but, of 2456 

course, to better accomplish the mission, I think, you know, 2457 

additional resources for Commerce and the bureaus, I think 2458 

would be helpful. 2459 

 *Mr. Carter.  How are you make sure that some of these 2460 

third parties don't have a conflict of interest? 2461 

 *Mr. Khan.  Absolutely.  That's a critical issue that we 2462 

look into.  So the consortium that we are launching under NIST, 2463 

for example, You know, all of the members will essentially be 2464 

able to join on kind of an even playing field and we're 2465 

absolutely kind of _ 2466 

 *Mr. Carter.  Ms. Fu and Dr. Tripathi, both of you are 2467 

going to be involved in this too.  So how are you going to 2468 

ensure that these outside agencies don't have a conflict of 2469 

interest that you're utilizing. 2470 

 *Ms. Fu.  I'll go first.  So we are tasked in the 2471 

executive order to work very closely with Commerce, and we do 2472 

not plan to use outside agencies.  We are, you know, as I 2473 

mentioned earlier, we have a staple, at our national labs, of 2474 

tremendous expertise, especially on AI safety and security that 2475 

we would look to bring to bear to support Commerce in this 2476 
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effort. 2477 

 *Mr. Carter.  Okay. 2478 

 *Ms. Fu.  The Institute is something that we would also 2479 

look to support, but we are not going to be engaging external 2480 

agencies. 2481 

 *Dr. Tripathi.  We similarly, for everything in the 2482 

executive order, we're going to be doing that within existing 2483 

resources and existing authorities. 2484 

 *Mr. Carter.  Okay.  Well, I certainly hope in health care 2485 

that we do get some diverse opinions out there too, so that 2486 

will be important.  I am out of time.  Again, Thank all of you.  2487 

This is extremely important, guys.  I hope y'all recognize 2488 

that. 2489 

 Okay.  Thank you, Mr. Chairman.  I yield back. 2490 

 *Mr. Bucshon.  The gentleman yields back, and now I 2491 

recognize Ms. Kuster for five minutes. 2492 

 *Ms. Kuster.  Thank you, Mr. Chairman.  I want to thank 2493 

our witnesses for being with us here today.  In addition to 2494 

serving on this Committee, I am very proud to serve as chair of 2495 

the New Democrat Coalition, a group of nearly 100 centrist 2496 

Democrats committed to governing from the middle out. 2497 

 The New Dems have always been on the cutting edge of 2498 

innovation and artificial intelligence is the next great 2499 

frontier of technological advancement. 2500 
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 This year, the AI working group, which has two focuses.  2501 

First, educating members and staff about artificial 2502 

intelligence and its associated benefits and risks, and second, 2503 

focusing on developing short and long-term policies Congress 2504 

can enact to ensure that the US leads the world in AI 2505 

innovation and safety. 2506 

 An issue the working group is focused on is 2507 

disinformation.  We have already seen how social media can 2508 

stoke the fires of social division by amplifying 2509 

disinformation.  AI I could literally throw fuel on the fire. 2510 

 Mr. Khan, my first question is to you.  There has been a 2511 

significant rise in AI-generated content designed to manipulate 2512 

or deceive online users.  Could you discuss the steps the 2513 

Department of Commerce is taking to develop standards for 2514 

authenticating, detecting, and labeling AI generated content? 2515 

 *Mr. Khan.  Congresswoman, thank you for that question.  2516 

So, you know, as I mentioned earlier, we have, in NIST, through 2517 

the work of the AI Safety Institute, a synthetic content 2518 

authentication initiative where we are going to be working with 2519 

stakeholders to develop guidelines on how best to watermark AI-2520 

generated content so that you can distinguish it from human-2521 

made content and we think that kind of will be kind of a 2522 

critical, you know, technical foundation for then how to govern 2523 

the technology and make sure that we are able to identify when 2524 
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information is misinformation. 2525 

 *Ms. Kuster.  Yeah.  And another the concern we've heard 2526 

is regarding AI, the potential to disrupt the labor market.  2527 

While we know AI has the potential to enhance job safety and 2528 

efficiency, there are also concerns this technology will 2529 

replace workers. 2530 

 Again, to you, Mr. Khan, is the Department of Commerce 2531 

considering best practices to ensure that workers are empowered 2532 

in the emerging AI landscape? 2533 

 *Mr. Khan.  Congresswoman, I absolutely agree with you 2534 

that, you know, AI should be used, not to displace workers, but 2535 

to support workers.  And I think, you know, there's a lot of 2536 

work within the Administration, including the Department of 2537 

Labor and many other agencies tasked under the executive order 2538 

to look at this exact question. 2539 

 And so we're definitely focused on it, along with our US 2540 

government partners. 2541 

 *Ms. Kuster.  Thank you.  Changing gears.  Me and some of 2542 

my colleagues recently returned from the COP28 in Dubai.  The 2543 

climate conference.  We had a bipartisan delegation from Energy 2544 

and Commerce. 2545 

 A point repeatedly made at the conference is the 2546 

importance of conserving energy.  In recent years we have seen 2547 

how new technological innovations can have unintended impacts 2548 
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on energy usage and I think my colleagues have brought this up 2549 

today. 2550 

 But, for instance, in the United States, cryptocurrency 2551 

activity is estimated to emit up to 50 million tons of CO2 each 2552 

year, the equivalent of more than 10 million cars. 2553 

 Director Fu, AI is similarly energy intensive and it 2554 

requires large amounts of computing power and has a sizable 2555 

carbon footprint.  Could you discuss the Department of Energy's 2556 

efforts to support the development of energy efficient AI 2557 

Systems? 2558 

 *Ms. Fu.  Thank you.  That's a question that's near and 2559 

dear to our hearts because we have done so much in this space 2560 

over the last 20 years. 2561 

 I mentioned earlier that we've been able to achieve a 200 2562 

times increased efficiency in our supercomputers.  But I think 2563 

the good news here is that the things that we're doing with 2564 

industry, the investments that we're making, we're really 2565 

focused on building first of a kind, not one-of-a-kind systems. 2566 

 The kinds of investments that we're making will help 2567 

industry to develop more energy efficient chips, but also, the 2568 

unique expertise that we've developed by working with and in 2569 

very close partnership with industry has really given us unique 2570 

insights into how to actually build, design, and operate these 2571 

kinds of data centers. 2572 
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 And so this is something that we would very much look 2573 

forward to continuing to partner with industry on because I 2574 

think there's a lot that can be shared. 2575 

 *Ms. Kuster.  I agree with my colleagues.  There are so 2576 

many aspects of this, it is hard to get it in, but just one 2577 

last one.  Dr. Tripathi, coming to you quickly, could you 2578 

discuss what efforts HHS is taking to ensure that data is 2579 

managed in a way that best protects patient privacy and what 2580 

regulatory standards Congress should consider implementing? 2581 

 *Dr. Tripathi.  Well, certainly, as the President you know 2582 

has said, you know, bipartisan legislation on data privacy 2583 

would be enormously helpful.  It would fill in a lot of gaps. 2584 

 I will point that with AI-enabled tools, and HIPAA still 2585 

prevails, so, you know, just because it's an AI-enabled tool 2586 

doesn't mean it doesn't have to follow HIPAA. 2587 

 So everything related to information protection when it's 2588 

in the hands of HIPAA-regulated entities, whether it's, you 2589 

know, just sitting there in a database or being used in an AI-2590 

enabled tool, it still has to follow HIPAA provisions.  So I 2591 

think, by and large, most of what we're talking about here, at 2592 

least as it regards to the work inside a health-care regulated 2593 

entity, can fall under the HIPAA provisions. 2594 

 *Ms. Kuster.  Great.  Thank you very much.  I look forward 2595 

to working with all of you on this important issue.  Thanks.  I 2596 
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yield back. 2597 

 *Mr. Duncan.  [Presiding]  The gentlelady yields back. 2598 

 I now recognize myself for five minutes. 2599 

 And I will say this.  This is a complicated and 2600 

fascinating subject.  Thank you three for being here and I have 2601 

enjoyed the answers to the questions.  I will align myself with 2602 

Mr. Griffith when he talked about energy, energy management, 2603 

utilities, as cross border sales, how that can be more 2604 

effective. 2605 

 I also align myself with Dr. Bucshon who talked about 2606 

rural health and remote health telemedicine, that sort of 2607 

thing, diagnostics that can happen a lot quicker. 2608 

 So it is fascinating.  Even Mr. Peters from California 2609 

talked about forest fire mitigation and management.  There is 2610 

always going to be a human element to analyze what that AI 2611 

delivers and how we apply that on the ground to active forest 2612 

management or fire management. 2613 

 So, Ms. Fu, I enjoyed that.  I will tell you that AI 2614 

scares a lot of my constituents and scares me to some degree as 2615 

someone that of a generation where we had the Terminator, 2616 

Matrix, and even I Robot that, you know, that was Hollywood.  I 2617 

get it, and this is real life.  But my constituents talk about 2618 

the fears of AI and so I just throw that out there. 2619 

 We just came from the UAE where we talked with the folks 2620 
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with the Emirates about their approach to AI and what the UAE 2621 

is doing, what other countries that were at COP might be doing, 2622 

with regard to AI and climate change, and so it is just a 2623 

fascinating subject. 2624 

 Mr. Khan, I want to start with you.  And, given your 2625 

experience serving on National Security Council and in the 2626 

digital trade, I am sure you have a strong appreciation for how 2627 

digital protectionism can hurt American interest. 2628 

 From my perspective, it is especially important that we 2629 

push back on forced data localization proposals by foreign 2630 

governments.  They interfere with our ability to lead on AI and 2631 

disproportionately impact small companies in this space. 2632 

 What is your perspective on forced data localization, 2633 

discriminatory burdens on cross border data flows, mandatory 2634 

source code transfer, other policies United States has always 2635 

opposed? 2636 

 *Mr. Khan.  Yeah.  Thank you, Congressman. 2637 

 Yeah.  I think you've raised a number of, you know, very 2638 

critical issues.  I think we're concerned and kind of studying 2639 

all of those issues.  So I really appreciate that, you've kind 2640 

of raised that. 2641 

 *Mr. Duncan.  Yeah. 2642 

 *Mr. Khan.  And happy to follow-up in more detail. 2643 

 *Mr. Duncan.  So how detrimental would it be if China 2644 
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became the world leader and put in place a regime where all 2645 

data flows must be led to China?  All source code must be 2646 

examined by the CCP? 2647 

 *Mr. Khan.  Yeah.  I think that would be a kind of 2648 

incredibly concerning world if we ended up there, and, you 2649 

know, we need to take approaches to data security that will 2650 

kind of address that. 2651 

 *Mr. Duncan.  Is it a concern of the Administration? 2652 

 *Mr. Khan.  I mean, I think it would.  It is a critical 2653 

issue and happy to kind of follow-up with you on that. 2654 

 *Mr. Duncan.  Yeah. 2655 

 *Mr. Khan.  Yeah. 2656 

 *Mr. Duncan.  The Administration's AI executive order 2657 

directs Commerce to undertake a number of tasks, including 2658 

implementing reporting requirements for dual-use foundation 2659 

models and conducting a consultation on open source.  How will 2660 

the Department of Commerce ensure that the private sector has 2661 

an opportunity to contribute to those initiatives? 2662 

 *Mr. Khan.  So as I mentioned, you know, NIST, through its 2663 

AI Safety Institute is launching a consortium and that will be 2664 

kind of one of the primary venues where the private sector will 2665 

have kind of a robust opportunity to kind of work with NIST as 2666 

we develop these guidelines. 2667 

 I think the real goal here is understanding, you know, 2668 
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there's expertise across the nation that we want to leverage, 2669 

and we won't get it right unless we have all of the 2670 

stakeholders contributing. 2671 

 Of course, you know, given the number of, you know, tasks 2672 

in the executive order, we're also going to be putting out, you 2673 

know, requests for information for a number of these different 2674 

areas and want ensure that we get robust input from all of the 2675 

relevant stakeholders. 2676 

 *Mr. Duncan.  Thank you for that. 2677 

 The Administration's AI executive imposes requirements on 2678 

dual-use foundation models that pose a serious risk to 2679 

security, national economic security, national public health, 2680 

or safety.  What types of AI models fall within this definition 2681 

and are covered by the executive order? 2682 

 *Mr. Khan.  The executive order does include a definition 2683 

of dual-use foundation model.  I don't have it in front of me, 2684 

but happy to follow-up with that particular definition, but 2685 

also for some of the, you know, specific provisions that the 2686 

Commerce is tasked with, including some of the reporting 2687 

requirements that you mentioned. 2688 

 You know, there are very, you know, specific technical 2689 

thresholds that are outlined in the executive order, such as 2690 

based upon kind of a specific amount of computing power that an 2691 

AI model is trained with. 2692 
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 And so that is kind of another definition that we're using 2693 

to kind of look at a particular class of models where we want 2694 

to better understand kind of some of the capabilities that 2695 

might appear in this range of technology. 2696 

 *Mr. Duncan.  I will look forward to your follow-up to the 2697 

Committee or to my office, either one was fine. 2698 

 I was a former banker at one time and I analyzed a lot of 2699 

financial data.  I can see how AI can help really look at a 2700 

financial picture and give a banker or a financial analysis or 2701 

Wall Street broker or whatever a good quick analysis of the 2702 

true economic health or physical health of the company they are 2703 

analyzing or the individuals even. 2704 

 So I am fascinated with it.  Look forward to working with 2705 

you all as we move forward.  My time's expired, and I will now 2706 

go to, Mr. Veasey for five minutes. 2707 

 *Mr. Veasey.  Thank you.  I wanted to ask a question.  I 2708 

know that during the Communications Subcommittee hearing last 2709 

month we had the opportunity to hear from experts and leaders 2710 

in emerging technologies. 2711 

 And one comment that I thought was kind of interesting was 2712 

that there is a community of workforce development providers 2713 

who are thinking about incorporating emerging technology into 2714 

their skill-based training, particularly for those people that 2715 

don't have a college degree. 2716 
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 Mr. Khan, as you know, the Commerce Department is 2717 

overseeing about 50 billion to revitalize the US semiconductor 2718 

industry, and this success hinges on a skilled and diverse 2719 

semiconductor workforce, and we are seeing a lot of that work 2720 

already taking place in North Texas area where we have. 2721 

 And as Secretary Raimondo recently mentioned, our nation 2722 

will have a shortage of approximately 300,000 engineers and 2723 

about 90,000 technical workers by 2030.  And I was hoping to 2724 

Mr. Khan, that you could tell us how can the Department of 2725 

Commerce deliver the use of AI help meet these demands with the 2726 

understanding that the manufacturing sector is one of the best 2727 

places for noncollege degreed workers to find jobs? 2728 

 *Mr. Khan.  Congressman, it's an incredibly important 2729 

issue.  So under the CHIPS Act, you know, of course, we have a 2730 

number of programs.  One is kind of the program for 2731 

manufacturing incentives so that we can onshore semiconductor 2732 

production. 2733 

 Another is the establishment of a semiconductor technology 2734 

center in partnership with other agencies, including the 2735 

Department of Energy.  And so for all of these programs, I 2736 

think, you know, we see kind of support for the workforce as a 2737 

critical component to make these projects succeed. 2738 

 So that's absolutely a critical aspect here under 2739 

President Biden's AI executive order issued in October.  You 2740 
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know, there's also a number of workforce related initiatives 2741 

both to kind of make sure that we can train the domestic 2742 

workforce, but also, kind of be the home for the world's best, 2743 

AI and STEM talent broadly. 2744 

 And so we think those are going to be kind of critical 2745 

initiatives.  And then, of course, there is the there is the 2746 

use of AI to kind of, you know, to also kind of improve 2747 

productivity as well.  And I think in manufacturing that that 2748 

will, of course, be a critical area and that's something that 2749 

we're also looking at. 2750 

 *Mr. Veasey.  Yeah.  Yeah.  No.  Thank you.  I want to 2751 

ask, Director Fu a question also. 2752 

 I know that your testimony highlighted several key areas 2753 

where AI can be beneficial to the energy sector, including 2754 

protecting and hardening our grid. 2755 

 I hope that ERCOT reviews your testimony and embraces some 2756 

of the tools that you highlighted.  Ultimately, though, I think 2757 

it's going to come down to people.  People need to be trained 2758 

on how and when AI is the right tool to use and when you don't 2759 

use it. 2760 

 Additionally, people need to work together to protect 2761 

sensitive data.  Director Fu, can you elaborate on how DOE is 2762 

thinking about training the next generation of the energy 2763 

workforce and one enabled by AI and other technologies? 2764 
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 *Ms. Fu.  Thank you for that question.  It's essentially 2765 

important.  It's essentially important also for our national 2766 

labs. 2767 

 As you know, as I talked about in the testimony, we have 2768 

many, many scientists, and engineers at our national labs, but 2769 

we are also looking for talent there.  And they are competing 2770 

industry just as many of our US government agencies are also 2771 

looking to bring AI talent into our agencies themselves. 2772 

 So I guess on the question of, you know, how are we 2773 

training the next generation?  The AI executive order tasks us 2774 

with building a pilot program to train 500 new researchers by 2775 

2025. 2776 

 That will be helpful.  That will support the AI revolution 2777 

and that is something that we are committing to do.  We also 2778 

already have workforce development programs that are in place, 2779 

but, obviously, there's a lot more to do in this space because 2780 

there is a talent gap, and we need to be able to build that 2781 

talent for the future. 2782 

 *Mr. Veasey.  Yeah.  No, thank you very much.  Also, I 2783 

wanted to ask really quickly. 2784 

 Every innovation in communication promises great 2785 

possibilities for the future, but it also means greater demand 2786 

for spectrum.  I don't know if that's something that is getting 2787 

more and more attention.  And I was hoping that, Mr. Khan, 2788 
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could quickly enlighten us and let us know is there an 2789 

opportunity for our universities and other higher ed 2790 

institutions to aid national efforts to capitalize on the use 2791 

of artificial intelligence and our understanding, when it comes 2792 

to research, and spectrum efficiency and utilization? 2793 

 *Mr. Khan.  Thank you, congressman.  Yeah.  I mean, I 2794 

think partnerships with universities are going to be core to 2795 

kind of accomplishing some of our workforce needs, including in 2796 

the area of spectrum policy. 2797 

 *Mr. Veasey.  Yeah.  Thank you very much. 2798 

 Thank you, Mr. Chairman, I yield back. 2799 

 *Mr. Duncan.  The gentleman yields back. 2800 

 I now go to Dr. Joyce from Pennsylvania for five minutes. 2801 

 *Mr. Joyce.  Thank you, Mr. Chairman, and thanks to Chair 2802 

Rodgers for holding today's hearing and to all the witnesses 2803 

for being present.  We appreciate your time and your testimony. 2804 

 Artificial intelligence has made incredible strides in 2805 

recent years and now has significant impacts on our day-to-day 2806 

lives.  As this technology becomes more advanced, it is 2807 

critical that Congress works with agencies and their experts to 2808 

address the challenges that will inevitably arise. 2809 

 In industries where AI is seeing dramatic increase in 2810 

usage, there are and there will be certain risks associated 2811 

with this implementation that we must contend with as 2812 



124 

 

policymakers. 2813 

 It is critical that we remain vigilant to ensure that 2814 

sensitive information is safe, secure, and protected.  As we 2815 

move forward, Congress must have and will have unique tasks of 2816 

analyzing and further understanding AI's evolution and 2817 

applicability when it comes to certain industries. 2818 

 AI presents opportunities in the energy sector.  Right in 2819 

my district in Pennsylvania, PPL Electric Utilities was one of 2820 

the first utilities to leverage AI to model power flows on the 2821 

electric grid as part of their smart grid technology. 2822 

 This has led to significant reduction in outage for 2823 

customers with well over one million customer outages avoided 2824 

as a result of utilizing this technology combined with field 2825 

devices. 2826 

 PPL has also leveraged AI to predict storm damage more 2827 

accurately, proactively predict failure of electrical 2828 

equipment, and to build better vegetation management plans. 2829 

 All of these applications have saved customers millions of 2830 

dollars while also improving reliability.  While President 2831 

Biden's executive order on artificial intelligence might lay 2832 

out the Administration's policy initiatives, it is still the 2833 

responsibility of this Congress to legislate on these issues 2834 

and to find solutions that will allow us to remain competitive 2835 

while not sacrificing personal data privacy. 2836 
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 It is critical that Congress has a firm grasp and a clear 2837 

comprehension of how AI interacts with existing regulations so 2838 

that we can ensure that AI can continue to positively shape the 2839 

US energy, health care, Commerce, and technology landscape. 2840 

 Director Fu, the Department of Energy has included in 2841 

President Biden's October 2023 executive order on safe, secure, 2842 

and trustworthy AI.  At that time, Secretary Granholm committed 2843 

to collaborating with other agencies, the private sector, and 2844 

academia to develop standards and models for the appropriate 2845 

use of AI in the energy sector. 2846 

 What steps has your office and the Department taken to 2847 

work with these partners, particularly in the utility industry 2848 

that operates the vast majority of our nation's electric grid 2849 

to ensure that these regulations promote innovation and 2850 

maintain safety and reliability? 2851 

 *Ms. Fu.  This is an important question.  And our Office 2852 

of Cybersecurity, Energy Security, and Emergency Response is 2853 

already engaging with companies and electric utilities of all 2854 

sizes, to talk about what the risks are and where the 2855 

opportunities are. 2856 

 As you mentioned, the utilities are really confronted with 2857 

very, very complex energy pictures and they are utilizing AI to 2858 

help with some operational decision making, but we need to make 2859 

sure that, as they apply the AI, they are able to manage the 2860 
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risks. 2861 

 They are manage able to manage the risks, but also, apply 2862 

AI to enhance efficiencies.  So this is something that is 2863 

ongoing, and we will be happy to give a report out.  We are 2864 

also developing a report that will look at risks to critical 2865 

infrastructure. 2866 

 *Mr. Joyce.  When could we look to see that report? 2867 

 *Ms. Fu.  That should be out in about two and a half 2868 

months or so. 2869 

 *Mr. Joyce.  Fantastic.  Would you please share that with 2870 

this Committee? 2871 

 *Ms. Fu.  Quite soon and we'd be happy to brief you.  Yes. 2872 

 *Mr. Joyce.  Dr. Tripathi, your Office has unveiled a rule 2873 

to regulate AI.  Can you explain this proposed idea of 2874 

nutrition label for health care products? And how would this 2875 

rule impact those patients and constituents and consumers? 2876 

 *Dr. Tripathi.  Yes.  Thank you for the question.  So the 2877 

idea of a nutrition label is obviously a colloquial, kind of 2878 

term. 2879 

 The idea is in the industry it's called a model card and 2880 

just like a nutrition label, it gives you some information 2881 

about the AI, where it came from, what is it supposed to 2882 

intended for, where has it been tested, are there known issues 2883 

with it, so that it allows the provider, first and foremost, to 2884 



127 

 

be able to make decisions about whether that applies to their 2885 

particular patient population.  Then they can have a discussion 2886 

with their patient about the appropriateness of that tool. 2887 

 *Mr. Joyce.  Dr. Tripathy, earlier this month, you were 2888 

quoted in the Wall Street Journal saying right now there is a 2889 

resistance to some of these tools because of the black box 2890 

nature of them.  Can you expound on that, please? 2891 

 *Dr. Tripathi.  Yes.  We've heard directly from providers 2892 

that they have hesitancy using black box technologies on their 2893 

patients. 2894 

 They would prefer to use other means of getting 2895 

information or the best available information rather than 2896 

taking information that's coming to them for, you know, reasons 2897 

and in ways that they don't know. 2898 

 So that's the core focus of our rule is to say, let's open 2899 

that up a little bit, provide them with information about that, 2900 

about that AI tool so then they have a better perspective on it 2901 

and hopefully will build trust and that's at the core of it. 2902 

 *Mr. Joyce.  Mr. Chairman, my time has expired.  I thank 2903 

all of the witnesses for an informative discussion this 2904 

morning, and I yield. 2905 

 *Mr. Duncan.  Thank you.  The gentleman's time has expired 2906 

and he yields back. 2907 

 I now go to Ms. Kelly for five minutes. 2908 
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 *Ms. Kelly.  Thank you, Mr. Chair, and I also want to 2909 

thank our witnesses for being here. 2910 

 We are all grappling with the emergence of powerful AI 2911 

systems that are transforming the way Americans are completing 2912 

some of the most mundane tasks while also applying these AI 2913 

technologies to solve some of the most complicated problems 2914 

facing critically important industries. 2915 

 Yet while AI has tremendous upside there are also ethical 2916 

challenges that can be greatly exacerbated by the emerging uses 2917 

of AI technology and systems.  So I applaud the Biden-Harris 2918 

Administration's comprehensive approach to AI and look forward 2919 

to seeing how our government will work with industry, civil 2920 

society, and academia to ensure that AI technologies and 2921 

systems are both developed and implemented in a safe, secure, 2922 

and transparent manner. 2923 

 Mr. Khan, the Department of Commerce's National Institute 2924 

of Standards and Technology, NIST, through the USAI Safety 2925 

Institute, will facilitate the development of guidance for 2926 

measurements and methodologies to enhance safety, security, and 2927 

trust. 2928 

 Can you explain what these measurements and methodologies 2929 

are?  And are there any measurements and methodologies that the 2930 

Institute plans or believes should be prioritized to enhance 2931 

safety, security, and trust in advanced AI technologies? 2932 
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 *Mr. Khan.  Thank you, Congresswoman.  So there's a number 2933 

of different initiatives in this space.  So in better 2934 

characterizing the capabilities of AI models we kind of break 2935 

it down into two buckets. 2936 

 One is to just generally evaluate the capabilities and 2937 

have benchmarks available to understand, you know, for 2938 

particular domain areas and particularly areas of concern that 2939 

we've identified in the executive order, you know biosecurity 2940 

being one example. 2941 

 Just have clear benchmarks and tools available to evaluate 2942 

these models easily and understand how they perform against 2943 

these benchmarks.  So that's one element. 2944 

 And another element is red teaming.  And red teaming can 2945 

be thought of kind of as something a little bit more 2946 

adversarial where you kind of have a team who will kind of 2947 

intensely probe the model to ensure it doesn't break.  Are you 2948 

able to ultimately kind of push it to kind of output harmful 2949 

information? 2950 

 And so those are kind of two elements where we're hoping 2951 

to put out guidance on the best way to do these things kind of 2952 

in consultation with the stakeholder community.  And as I 2953 

mentioned in my testimony, one thing we really hope is to kind 2954 

of create a race to the top where kind of all of the 2955 

stakeholders, industry, and others can kind of rally around a 2956 
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set of standards that we can really kind of mitigate some of 2957 

the risks in the space. 2958 

 *Ms. Kelly.  Thank you for your response. 2959 

 Shortages of prescription drugs continue to plague our 2960 

nation's health system.  These shortages pose a serious threat 2961 

to public health and hamper physician's ability to follow the 2962 

evidence-based treatments that work best for our patients. 2963 

 While identifying which drugs are hardest to obtain is 2964 

fairly straightforward, figuring out precisely why that is the 2965 

case is another matter entirely. 2966 

 Dr. Tripathi, in your testimony you mentioned how the FDA 2967 

is using AI-enabled devices to improve medical diagnosis and 2968 

expand access to quality care.  Is there an opportunity to 2969 

leverage AI to enhance our awareness of a potential drug 2970 

shortage crisis? 2971 

 *Dr. Tripathi.  There certainly could be, but I don't want 2972 

to dive into details of that too, and I am not that familiar 2973 

with it. 2974 

 But, you know, certainly, we are very concerned about drug 2975 

shortages.  It's a complex set of issues that we know related 2976 

to supply chain, related to pricing, a whole bunch of factors.  2977 

We're happy to provide more information to you on that if 2978 

you're interested in that? 2979 

 *Ms. Kelly.  Thank you.  And Mr. Khan, what role could 2980 
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Commerce play in leveraging AI to prevent potential drug 2981 

shortages? 2982 

 *Mr. Khan.  So one of the elements of NIST's work in the 2983 

NTIA Safety Institute is to kind of further build on the very 2984 

successful AI risk management framework.  And so one element 2985 

that we're kind of doing soon is to kind of put out a companion 2986 

resource for generative AI specifically. 2987 

 But then on top of that I think the hope is also to 2988 

provide further guidance across different industry verticals to 2989 

really understand how to make AI safe and trustworthy across ad 2990 

number of critical domain areas and health care areas included. 2991 

 *Ms. Kelly.  Thank you so much, and I yield back. 2992 

 *Mr. Duncan.  The gentlelady yields back. 2993 

 I now recognize Mr. Allen from Georgia for five minutes. 2994 

 *Mr. Allen.  Thank you, Mr. Chairman, and I want to thank 2995 

all of you for being here today. 2996 

 This is something that is moving very rapidly and we have 2997 

got a lot of work to do in this Committee to kind of get our 2998 

arms around it. 2999 

 And with that my first question is to you, Director Fu, 3000 

President Biden's executive order is more than 19,000 words 3001 

long. 3002 

 Can you define the problem that is trying to be solved 3003 

here? 3004 
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 *Ms. Fu.  I would say there's two large pieces to this 3005 

that, at least for DOE, we are laser focused on.  The first is 3006 

advancing innovation. 3007 

 So making sure that the United States maintains and 3008 

sustains its technological leadership edge in AI.  The second 3009 

is around protecting the American people from its harms.  And 3010 

DOE has a very, very important role to play there on 3011 

maintaining and ensuring that safety. 3012 

 *Mr. Allen.  And so does this Committee.  I would like 3013 

everyone to address this. 3014 

 Can you define what constitutes AI?  Who would like to 3015 

answer that question? 3016 

 *Ms. Fu.  They are looking at me.  So I mean, I think the 3017 

premise of the question is that actually AI is many things.  It 3018 

can do many things.  And because it can do many things, it's 3019 

very hard to define. 3020 

 We think of it as a scientific tool.  That tool can be 3021 

used for good or for harm and I think, just as all of our 3022 

Agencies are just committed to making sure that we can use that 3023 

tool for good, in our case, for science and energy, and to 3024 

prevent against its harms for security. 3025 

 *Mr. Allen.  Yeah.  Well, that is true in all technology.  3026 

I mean, you know _ 3027 

 *Ms. Fu.  That's true. 3028 
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 *Mr. Allen.  You know every time we have a technological 3029 

advance there are risk proportionate to that advancement, and 3030 

it does create problems throughout our culture. 3031 

 Mr. Khan, how are we to draft definitions of what 3032 

constitutes AI? 3033 

 *Mr. Khan.  Thank you for that question.  So in President 3034 

Biden's executive order, from this past October, you know, it 3035 

did include, some definitions of artificial intelligence as 3036 

well as, you know, dual-use foundation models.  And so happy to 3037 

follow-up with you there. 3038 

 That said, you know, there's definitions of AI are kind of 3039 

all over the place.  You can ask two people and they'll 3040 

probably come up with two different definitions.  And this is 3041 

also just a really fast changing technology. 3042 

 *Mr. Allen.  Right. 3043 

 *Mr. Khan.  And so what we call AI today might not be what 3044 

we see what we call AI tomorrow. 3045 

 *Mr. Allen.  Right.  And to follow-up, what makes these 3046 

next generations of AI different from the algorithms that have 3047 

been developed over the past decades?  I mean, what is the 3048 

difference?  Is it faster?  More information? 3049 

 *Mr. Khan.  So one of the key things that we're seeing is 3050 

that if you kind of add more data into the training of the 3051 

model or add more computing into the trading of the model or 3052 
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add more mathematical parameters to the model, in many ways new 3053 

capabilities kind of emerge or the ability for the AI models to 3054 

kind of achieve certain benchmarks increases. 3055 

 And so you have kind of more recent models that are able 3056 

to kind of perform very well on standardized tests, for 3057 

example, whereas previous generations, they just kind of 3058 

weren't trained with as much data or computing power, and so 3059 

we're kind of a little right lower. 3060 

 So I wouldn't necessarily say, you know, kind of models 3061 

over the last decade are kind of completely fundamentally 3062 

different, but rather, you know, there's kind of a spectrum of 3063 

capabilities that are being unleashed as we kind of put more 3064 

resources into the development. 3065 

 *Mr. Allen.  Right.  And it, of course, is a direct, as 3066 

you mentioned, is one of the most common concerns, and there is 3067 

a lot of concern out there about generative AI and the risk of 3068 

turbocharging the creation and prevalence of misinformation, 3069 

privacy violation, and other harmful outputs. 3070 

 Mr. Khan, should AI firms be held liable as publishers so 3071 

they are incentivized to minimize the likelihood of harmful 3072 

outputs in the same way traditional publishers are? 3073 

 *Mr. Khan.  So that's an incredibly important question.  I 3074 

think you're referring to kind of an analog of Section 230. 3075 

 *Mr. Allen.  Right. 3076 
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 *Mr. Khan.  On that question I would kind of defer to my 3077 

colleagues in the other parts of the Administration on, you 3078 

know, Department of Justice colleagues, for example, on the 3079 

applicability of kind of those existing legal frameworks. 3080 

 *Mr. Allen.  Okay.  All right.  As far as whatever 3081 

guardrails we put around this, the argument is it would kill 3082 

innovation.  Do you agree with this position? 3083 

 *Mr. Khan.  Thank you, congressman.  So my view would be 3084 

that, you know, ultimately, and I think the President has 3085 

noted, in order to harness the benefits of AI, we have to 3086 

address its risks. 3087 

 Safe, secure, and trustworthy AI is AI that can be 3088 

deployed.  So we think it essentially goes hand in hand that if 3089 

you introduce guardrails, it makes AI technology more useful. 3090 

 *Mr. Allen.  Okay.  All right.  Great.  Well, I am out of 3091 

time. 3092 

 Mr. Chairman, I yield back, and thank you so much. 3093 

 *Mr. Duncan.  The gentleman yields back. 3094 

 I now go to Mr. Soto, five minutes. 3095 

 *Mr. Soto.  Thank you, Chairman. 3096 

 Artificial intelligence is already here and has been 3097 

transformative to helping us address some of humanity's most 3098 

major challenges. 3099 

 When I think back a little three years ago, we were 3100 
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sitting in this committee passing the Family First Act, 3101 

establishing telehealth for Medicare and eventually Medicaid. 3102 

 Meanwhile, the HHS was working with the Department of 3103 

Energy, no less, at the Oak Ridge National Research Lab to 3104 

narrow down from 8,000 to 77 antiviral drugs in record time to 3105 

try to stem the tide of COVID-19. 3106 

 Remdesivir, of course, became the first antiviral drug 3107 

that had some effectiveness on it.  So that tells us, both here 3108 

and at home, just one major example that changed the course of 3109 

history, and we up getting a vaccine within a year, which 3110 

would, under any other normal circumstances, be impossible. 3111 

 Of course, Americans are also concerned about AI.  They 3112 

see ChatGPT.  They see their data being used in ways they don't 3113 

like, and so this Committee must pass comprehensive internet 3114 

privacy to make sure that we are protecting American's data. 3115 

 I am excited that we passed the Consumer Safety Technology 3116 

Act out of Committee, to protect consumers against dangerous 3117 

products.  I also filed the Jobs of the Future Act, which 3118 

requires a report to analyze the impact of AI on workforce and 3119 

to prepare for the future. 3120 

 I am excited that was included in President Biden's, 3121 

artificial intelligence executive order that obviously we're 3122 

pretty excited about. 3123 

 The executive order establishes new standards for AI 3124 
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safety and security protects Americans' privacy, advances 3125 

equity, civil rights, stands up for consumers, workers, 3126 

promotes innovation, competition, advances American leadership 3127 

around the world. 3128 

 This set of reports that you are all set to develop, 3129 

absolutely critical to assist this Committee as we work hand-n-3130 

hand to develop new laws regarding the promotion of innovation 3131 

and protecting Americans. 3132 

 Dr. Tripathi, you know, we have talked about remdesivir 3133 

already and the ability to, during a pandemic, identify new 3134 

potential cures as well as repurposing existing drugs. 3135 

 How do you see the future of AI in expanding the 3136 

efficiency of this and getting more cures to the market more 3137 

quickly? 3138 

 *Dr. Tripathi.  Yes.  Thank you for the question, 3139 

Representative. 3140 

 By increasing the speed of bench to bedside is hugely 3141 

important.  It's hugely important.  I think one of the, you 3142 

know, the great prospects for the use of AI in our industry. 3143 

 So we, as a part of the executive order, are going to be 3144 

developing a strategy that we'll deliver in October related to 3145 

AI's use in drug development.  But just to give a sense of, you 3146 

know, how that breaks down and follows a drug life cycle. 3147 

 You start to think about, first off, you start to think 3148 



138 

 

about just the development itself and the ability of AI to help 3149 

with identification of targets, with, you know, sort of 3150 

screening of molecules and compounds with prioritization of 3151 

those, all of which is a very laborious process right now, and 3152 

the ability to speed that up based on learning is just hugely 3153 

beneficial. 3154 

 Then you move to clinical research and the ability to use 3155 

AI to much more efficiently and in a more equitable manner 3156 

identify participants, identify sites, identify endpoints, 3157 

inclusion/exclusion criteria, again, taking into account health 3158 

equity, other kinds of dimensions. 3159 

 You know, I think it's got the opportunity to be more 3160 

efficient as well as more equitable.  And then finally, you 3161 

start to look at post-market surveillance and the ability to 3162 

analyze real world data, to be able to identify safety issues, 3163 

other issues. 3164 

 All of those, I think, are on the horizon for us here and 3165 

we look forward to developing that report. 3166 

 *Mr. Soto.  Thank you so much. 3167 

 Ms. Fu, we passed the Inflation Reduction Act out of this 3168 

Committee.  We are looking to promote solar, wind, green 3169 

hydrogen, nuclear, multiple different clean energies.  How do 3170 

you think AI can help the Energy Department and others to move 3171 

this along a little bit and create more efficiencies? 3172 
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 *Ms. Fu.  I think there's multiple pathways.  The first is 3173 

in accelerating the actual research and development into new 3174 

clean energy technologies that can be deployed. 3175 

 I mentioned offshore wind is one example.  There's a 3176 

number of energy shots that our Department of Energy has 3177 

underway on a number of pathways. 3178 

 The second is around permitting.  I've talked a little bit 3179 

about that earlier, about potential for AI to assist and 3180 

accelerate the permitting process by creating those 3181 

efficiencies. 3182 

 And the third is around thinking about how we plan and 3183 

manage the grid, where we look to deploy more redundancies to 3184 

allow for more energy security and resilience. 3185 

 *Mr. Soto.  Thanks.  And my time has expired. 3186 

 *Mr. Duncan.  The gentleman's time has expired. 3187 

 I will now go to Idaho's Mr. Fulcher for five minutes. 3188 

 *Mr. Fulcher.  Thank you, Mr. Chairman. 3189 

 Director Fu, you were just talking about energy grid, and 3190 

your testimony had some content on that.  And having a strong, 3191 

reliable grid is obviously very, very important. 3192 

 I have Idaho National Lab in my state.  We do a lot of 3193 

nuclear research.  And when it comes to the grid, it is one 3194 

thing to protect against a wind farm hack, it is another thing, 3195 

potentially a new nuclear reactor. 3196 
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 So on that front, what are some practical examples of 3197 

positive use of artificial intelligence when it comes to grid 3198 

ability and stability? 3199 

 *Ms. Fu.  Thanks for that question.  And I think Idaho 3200 

National Lab is leading the way in some really exciting 3201 

applications here, including on digital twins. 3202 

 So what they've been able to do is develop a virtual 3203 

replica of a nuclear reactor, a microreactor, and they've 3204 

worked with universities to really think about how they could 3205 

use that digital twin to examine and look at potential ways to 3206 

actually mess with, I suppose, the reactor itself. 3207 

 So the system was able to identify and stop simulated 3208 

attempts by red teams to actually abuse the reactor, which has 3209 

really big applications in our nuclear and non-proliferation 3210 

space. 3211 

 *Mr. Fulcher.  So on that space, who are the malicious 3212 

actors that we need to be worrying about here?  Is this is this 3213 

internal?  Is this external? 3214 

 *Ms. Fu.  There's actually different potential threat 3215 

vectors.  One is around potentially misapplication, I guess, 3216 

friendly mistakes that could be used, but there's also 3217 

obviously, nation state actors that are actively to attack our 3218 

grid. 3219 

 *Mr. Fulcher.  Okay.  All right.  Thank you for that. 3220 
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 Let me come back on that here in just a minute, but I want 3221 

to cover a couple of other things while I have time. 3222 

 Dr. Tripathi, in your testimony, you stated risks to 3223 

artificial in health care could stem from inconsistent 3224 

government data, policies, or controls for how they are 3225 

acquired, managed, or used. 3226 

 That is a big topic in this Committee and I would like to 3227 

hear you talk about this a little bit.  How could a 3228 

comprehensive data privacy standard, and that is what we are 3229 

looking at, how could that data privacy standard help, in terms 3230 

of streamlining data governance in the health care space? 3231 

 *Dr. Tripathi.  I think one of the biggest challenges we 3232 

have in the health care space is that so much of the data is 3233 

outside of HIPAA.  Where HIPAA provides a baseline set of 3234 

provisions from the HIPAA privacy rule and the HIPAA security 3235 

rule that provide protections for information that is in the 3236 

hands of the entities that are covered by HIPAA, namely 3237 

provider organizations, health plans, health insurers, and 3238 

clearing houses. 3239 

 So there's a certain set of protections there, but more 3240 

and more of the information that we might think of as health 3241 

information actually lives outside of HIPAA because it's 3242 

contained in the, you know, the data entrails, the breadcrumbs 3243 

that I leave on my cell phone when I search for, you know, 3244 
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latest medication or I travel to my doctor's office, for 3245 

example, as well information that I am taking into my own hands 3246 

that now lives outside of HIPAA. 3247 

 So I think a privacy law would help to fill in those gaps 3248 

to say _ 3249 

 *Mr. Fulcher.  So does that entail broadening HIPAA?  3250 

Clarify that for me.  Is it the actual standard that you think 3251 

is the solution there, or is it? 3252 

 *Dr. Tripathi.  Well, I think, I mean, there are certainly 3253 

multiple ways to approach it.  I don't think the Department has 3254 

a perspective on exactly how to do that. 3255 

 We're, you know, certainly happy to work with this 3256 

Committee on thinking about what the various options _ 3257 

 *Mr. Fulcher.  But you are just saying the standard itself 3258 

would just provide some _ 3259 

 *Dr. Tripathi.  Just being able to have a nationwide, 3260 

standard based on bipartisan legislation that focuses on data 3261 

privacy. 3262 

 So that doesn't even have to be just health care, but data 3263 

privacy, especially for kids, which is a _ 3264 

 *Mr. Fulcher.  Okay. 3265 

 *Dr. Tripathi.  _ very sensitive. 3266 

 *Mr. Fulcher.  All right.  Thank you. 3267 

 I am going to shift gears in my last minute to Mr. Khan, 3268 
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and this is something nobody is talking about and for maybe 3269 

obvious reasons. 3270 

 But in my state, we have a tremendous amount of federal 3271 

land, and our federal resources are overwhelmed in terms of 3272 

management of that land.  We have wildfire.  Wildfire is a very 3273 

significant problem in the West. 3274 

 Recently, there have been some very productive software 3275 

innovations that can predict areas where are most likely to be 3276 

impregnated or penetrated by wildfire.  One of the things that 3277 

my staff and I had talked about was, are you aware of any 3278 

discussions whatsoever in the space of natural resources and AI 3279 

integration with natural resource use, natural resource 3280 

threats?  Any discussion going on there? 3281 

 *Mr. Khan.  Yeah.  Thank you, Congressman.  So one of the 3282 

work streams that we have in the National Oceanic and 3283 

Atmospheric Administration, NOAA, is actually to leverage AI to 3284 

kind of have better predictive models when we might have 3285 

extreme weather events and wildfires is, you know, particularly 3286 

one of the areas that NOAA has ongoing work and also in 3287 

collaboration with our European partners. 3288 

 *Mr. Fulcher.  That might be something that would be very 3289 

interesting for our office to connect with.  That is a big deal 3290 

for us. 3291 

 Mr. Chairman, I yield back. 3292 
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 *Mr. Duncan.  The gentleman yields back.  The witnesses 3293 

have been for about three hours.  We are going to recess for 3294 

about five minutes for a comfort break.  We will come right 3295 

back, pending call of the Chair. 3296 

 [Whereupon, at 12:54 p.m., the Committee recessed subject 3297 

to the call of the chair.] 3298 

 *Mr. Duncan.  I call the Committee back in order and 3299 

recognize Ms. Fletcher for five minutes. 3300 

 *Mrs. Fletcher.  Thank you so much, Mr. Duncan. 3301 

 And thanks to our witnesses for being here today.  This 3302 

has been a really interesting panel discussion.  I have been 3303 

here and heard all of your testimony and really appreciate your 3304 

insights and the issues you have raised today. 3305 

 And several issues have come up today that I definitely 3306 

want to hear more about.  But, in the interest of time, I want 3307 

to follow-up on some of the questions Mr. Fulcher was just 3308 

asking before the break. 3309 

 Specifically to you, Dr. Tripathi.  I think we all see the 3310 

possibilities and some of the really exciting possibilities, 3311 

when it comes to AI, but we also see some of the potential 3312 

harms. 3313 

 And so one of the things you all were just talking a 3314 

little bit about the need for privacy law and HIPAA protection, 3315 

and I was just reading an article that touches on this issue 3316 
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that I want to ask you more about, because one of the things 3317 

that you discussed in your testimony, you talked about the 3318 

risks of some of algorithms in AI and some of the information, 3319 

that can be inaccurate or unreliable because of the sources 3320 

that that it's drawing from and it can also be unreliable 3321 

because of differences in inpatient populations. 3322 

 So one of the things that I was reading about is some 3323 

misinformation relating to AI and the potential to greatly, 3324 

expand some misinformation or disinformation.  And there was an 3325 

article that recently researchers posed 39 medical related 3326 

questions to the free AI Chatbot, ChatGPT and they found that 3327 

it only provided accurate answers to about 10 of those 39 3328 

questions. 3329 

 And some of the responses could actually put the patients 3330 

at risk.  And certainly, we all know that many of us now when 3331 

we start to feel sick or have symptoms are Googling, you know, 3332 

Googling our symptoms and trying to figure out what is going 3333 

on, and I think that the risk of someone going to ChatGPT to 3334 

try to get this information is right there in front of us. 3335 

 And so I would just love to get your perspective about 3336 

what the guardrails are that we should be talking about, that 3337 

we should be instituting here, whether as a policy matter and 3338 

otherwise, to protect people from AI-generated disinformation, 3339 

specifically when it comes to health, I think it is a generally 3340 
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applicable question as well. 3341 

 *Dr. Tripathi.  Yes.  Thank you for the question. 3342 

 So certainly, I mean, this has been an issue for a while.  3343 

Doctor Google has you know, right and we are all concerned 3344 

about that continue to be concerned about that, and so this is 3345 

just the next generation of that for sure. 3346 

 And I think we've seen that these large language models 3347 

have an unnerving capability to either make mistakes or make 3348 

things up, as hallucinations or confabulations as they call 3349 

them. 3350 

 So certainly, I think there's a multi, you know, sort of, 3351 

pronged approach here.  One is certainly for patients.  I think 3352 

it's about education, education, education, and developing 3353 

trust on the part of providers of the AI tools that the 3354 

providers can use and that puts them in a better position to 3355 

have a better relationship with the patient and discuss with 3356 

them how the AI tools, used appropriately, used within the 3357 

setting where there's appropriate direct supervision in the 3358 

care setting, that can help patient with better information and 3359 

to be able to get the best advantage of AI and also allow them 3360 

to offer the cautions about using AI on its own. 3361 

 *Mrs. Fletcher.  Thanks.  I think that brings up a topic 3362 

that has come up in our subcommittee hearings as well, which is 3363 

just the general concept of AI literacy and envisioning a 3364 
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scenario you have a provider and a patient talking about the 3365 

reliability of information is important, but obviously, there 3366 

are a lot of people who don't have access to that information, 3367 

who don't have that level of care. 3368 

 And then more broadly, you know, things that we should be 3369 

thinking about are doing to ensure that there are indicia of 3370 

reliability sort of built in for the users.  I think a lot of 3371 

users are currently interacting with systems that rely on AI 3372 

without knowledge of that. 3373 

 And I know that in our subcommittee hearings, we raised 3374 

this issue.  And so I think any ideas that any of you all have 3375 

to suggest, I have only got a minute left, this went very 3376 

quickly. 3377 

 But with the minute I have left or after time, if you can 3378 

talk about things that you think we can be doing or should be 3379 

doing to ensure that consumers and people who are using 3380 

products that contain AI know when they are interacting with AI 3381 

generated content or AI-based systems, I don't know if Mr. 3382 

Khan, you want to address that? 3383 

 *Mr. Khan.  Thank you, Congresswoman. 3384 

 So, yeah, I think a number of things that we need to be 3385 

doing in this space.  One is kind of better watermarking 3386 

technology and guidelines around that which I know we've 3387 

discussed a little bit earlier in the hearing, but, you know, 3388 
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the idea of kind of having a shared understanding of what 3389 

techniques we are using and having a process to watermark when 3390 

content is AI generated and when it is not. 3391 

 I think that's a kind of a critical element to govern 3392 

misinformation.  So that's one element of the challenge. 3393 

 *Mrs. Fletcher.  Great.  Thank you so much.  And I only 3394 

have a few seconds left, so I am going to submit a couple more 3395 

questions for you all for the record, but I really do want to 3396 

thank you all and, Ms. Fu, I was very interested in your 3397 

testimony on permitting, so I would love to hear more about 3398 

that as we go. 3399 

 Mr. Chairman, thank you so much for the time, and I will 3400 

yield back. 3401 

 *Mr. Duncan.  The gentlelady yields back. 3402 

 I now go to Mr. Palmer for five minutes. 3403 

 *Mr. Palmer.  Thank you, Mr. chairman.  I thank the 3404 

witnesses for being here.  And I don't know if this has been 3405 

covered yet, maybe a little bit of a different direction, but 3406 

whoever controls artificial intelligence and quantum computing 3407 

will control the battlefield. 3408 

 Vladimir Putin said this in 2017.  That the country who 3409 

leads in AI will be the ruler of the world.  So there's serious 3410 

considerations about the applications of AI and then combined 3411 

with quantum computing. 3412 
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 And what I would like to know from each of you is, is this 3413 

something that the Biden administration is seriously focused 3414 

on, because I think it should be? 3415 

 Ms. Fu? 3416 

 *Ms. Fu.  Yes.  I agree that our ability, as an S&T 3417 

superpower, is really predicated on our ability to get there 3418 

first and fastest.  And I agree that whoever leads the world in 3419 

AI and in quantum will help lead the world in scientific 3420 

discovery and also clean energy development and also 3421 

application of AI for good. 3422 

 *Mr. Palmer.  So when President Biden said that AI should 3423 

be used as the tools of opportunity, not as weapons of 3424 

oppression.  Was that just a head fake?  Because he goes on to 3425 

talk about how we need to be working with China, and I think 3426 

most Americans are coming to the realization that that China is 3427 

more than just an adversary.  They are an enemy. 3428 

 How does that factor into our need to develop our own 3429 

ability to defend our nation using artificial intelligence and 3430 

quantum computing? 3431 

 *Ms. Fu.  I'll continue then, I suppose. 3432 

 *Mr. Palmer.  Yes, ma'am. 3433 

 *Ms. Fu.  I would say I would say this.  At a bilateral 3434 

government to government, DOE to counterpart level, we don't 3435 

have cooperation with China on AI. 3436 



150 

 

 I would say also that our ability as an S&T superpower 3437 

really comes from having the best-in-class facilities, but also 3438 

and the talent, but also our ability to work with others around 3439 

the world so that we avoid strategic surprise. 3440 

 *Mr. Palmer.  Well, China is utilizing artificial 3441 

intelligence in some of their unmanned surface vessels, 3442 

reportedly intended for patrols in the disputed South China 3443 

Sea. 3444 

 I think China is only going to be more aggressive in that 3445 

regard, and I hope, at some point, we can get a briefing, maybe 3446 

in a classified setting about where we are on this because it 3447 

really is one of the most serious things that the country is 3448 

facing, in terms of threat to our own national security and our 3449 

own way of life. 3450 

 There are other things about it though, in addition to my 3451 

concerns about the use of AI by our enemies, I am concerned 3452 

about the threat to Americans on a day-to-day basis and some of 3453 

their decision making. 3454 

 For instance, in the use of their financial resources.  3455 

There is an enormous push by this Administration for renewables 3456 

and I just hope that, in the future, where AI is applied on 3457 

financial decisions, that AI does not deny an American access 3458 

to their resources if they want to buy an eight-cylinder 3459 

combustion engine pickup truck and AI tells them they can only 3460 
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have an EV. 3461 

 With the machine learning advances that we are having now, 3462 

I think that is a real possibility.  I think it is also 3463 

possibility in regard to availability of power on the power 3464 

grid. 3465 

 China has already, I think, developed a city, Xiongan, 3466 

that will be the first artificial intelligence guided city and 3467 

that that is something that I am concerned about. 3468 

 Ms. Fun, in your role at the Department of Energy and you 3469 

oversee the critical emerging technologies where AI could be 3470 

applied to determining power generation. 3471 

 *Ms. Fu.  I would say this.  I think it's very important 3472 

for DOE to have capability in AI exactly for the reasons that 3473 

you're talking about. 3474 

 For us and the United States to have a strong capability, 3475 

technological capability, especially when it comes to our 3476 

strategic technology competition, I think that's essentially 3477 

important. 3478 

 On the piece of how AI is making decisions.  Certainly, we 3479 

need to introduce AI in very specific ways for specific 3480 

instances.  We need to be very careful about that I really 3481 

understand the concerns that you have there. 3482 

 *Mr. Palmer.  Well, I appreciate that because there are 3483 

some of my Democratic colleagues are so wrapped around the axle 3484 
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on Green New Deal type issues that I hope that they don't 3485 

expand that to the point that they impose upon the rights of 3486 

average American citizens. 3487 

 Mr. Chairman, I yield back. 3488 

 *Mr. Duncan.  The gentleman yields back. 3489 

 I will now recognize the Acting Ranking Member Ms. Clarke 3490 

of New York for five minutes. 3491 

 *Ms. Clarke.  Thank you very much and I want to thank our 3492 

Chairwoman Rodgers and Ranking Member Pallone for convening 3493 

today's hearing. 3494 

 I would also like to thank our witnesses for bringing your 3495 

expertise to the table today.  It has been quite enlightening 3496 

and this is the type of dialogue we need to engage in in order 3497 

to make sure that the American people's interest comes first. 3498 

 Examining how our federal agencies are using and thinking 3499 

about artificial intelligence is undoubtedly a topic worthy of 3500 

consideration for this Committee, however, like many of my 3501 

colleagues have noted and both and our witnesses as well, I 3502 

would be remiss if I did not take this opportunity to note what 3503 

currently missing from any discussion about the role of AI in 3504 

our society, and that is a federal data privacy standard.  3505 

Baseline. 3506 

 The pace of innovation in artificial intelligence demands 3507 

increased accountability and transparency.  And foundational to 3508 
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that work is a comprehensive data privacy legislation, as 3509 

outlined in the American Data Privacy and Protection Act, last 3510 

Congress. 3511 

 As we continue our work on AI-related issues, we must also 3512 

commit to finishing our work and passing comprehensive data 3513 

privacy legislation.  One provision of the ADPPA that was born 3514 

from my legislation I first introduced in 2019, the Algorithmic 3515 

Accountability Act, required entities involved in the 3516 

development and deployment of certain algorithmic systems to 3517 

conduct annual algorithmic impact assessments and report 3518 

certain findings to the FTC. 3519 

 The Administration's executive order on AI and recent OMB 3520 

guidance make mention of the use of impact assessments as they 3521 

relate to privacy.  I am concerned, however, that this narrow 3522 

focus leaves consumers vulnerable to the potential bias and 3523 

other kinds of discriminatory outcomes with respect to the use 3524 

of automated critical decision-making systems. 3525 

 So my first question is directed to all of you.  How does 3526 

your respective agency's view the concept of algorithmic impact 3527 

assessments?  And what factors should be considered when 3528 

creating baseline requirements for effective impact assessments 3529 

seeking to identify bias in algorithmic systems? 3530 

 Ms. Fu, I guess we can start with you. 3531 

 *Ms. Fu.  Thanks.  This is a really important question, 3532 
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and I think especially for our mission set, around science, 3533 

energy, and security. 3534 

 I spoke a little bit earlier that we need trust and 3535 

reliability in the data, in the outcomes.  We can't just get 3536 

the answer from the AI.  We need to know how they got to that 3537 

answer. 3538 

 And that's really important because we deal with science, 3539 

we deal with mission critical decisions and we deal with 3540 

complex and life critical systems.  So we need this for our 3541 

nuclear mission.  We need this for energy and the grid. 3542 

 And there are a lot of issues that I think still require 3543 

additional research and development, and there are things that 3544 

we're focused on right now at the Department to look at. 3545 

 *Ms. Clarke.  Very well, Mr. Khan? 3546 

 *Mr. Khan.  Thank you, Congresswoman. 3547 

 So one of the efforts that the Administration undertook, 3548 

with kind of the Department's involvement, was securing 3549 

voluntary commitments from leading AI companies to evaluate and 3550 

red team their models, which I understand to essentially be 3551 

kind of, in some sense, an impact assessment of the algorithms. 3552 

 And so building on that work, which, of course, first of 3553 

all, I would say, you know, we've kind of repeatedly said we 3554 

see that kind of ultimately as a bridge to regulation. 3555 

 But on top of that, you know, as we consider, you know, 3556 
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that line of work, the Department is very focused on kind of 3557 

developing better guidelines for how to evaluate these models 3558 

for their impacts in a variety of areas, of national security 3559 

concern, but also societal concerns such as bias and 3560 

misinformation. 3561 

 And so we want to have a better ability and a scientific 3562 

foundation to do this so that then, you know, companies and 3563 

other AI developers will be able to kind of mitigate some of 3564 

these safety risks by, for example, if a model is displaying 3565 

biased output, here are the techniques that you could use then 3566 

to kind of remove that from the model. 3567 

 So it's, definitely top of mind for us. 3568 

 *Ms. Clarke.  Dr. Tripathi? 3569 

 *Dr. Tripathi.  Yes.  Thank you for the question. 3570 

 Just this morning the Department released HTI-1, which is 3571 

a rule from my agency regarding the use of algorithms in 3572 

electronic health record systems. 3573 

 And a specific set of provisions in that is related to 3574 

risk management that's required for algorithms that are 3575 

supplied by the electronic health record vendor. 3576 

 So the idea there is that if the electronic health record 3577 

vendor has either created themselves an algorithm or they're 3578 

incorporating as a part of their product, they would have an 3579 

obligation to provide information on the maintenance, which 3580 
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would be like impact, certain parts of it would be like impact.  3581 

They're required to make that information available on what 3582 

processes they use to maintain that and to keep it up to date 3583 

and also to do an annual review on all of the areas that are 3584 

listed in that nutrition label as we're calling it. 3585 

 *Ms. Clarke.  Very well.  My time has elapsed and I thank 3586 

you. 3587 

 Mr. Chairman, I yield back. 3588 

 *Mr. Duncan.  I thank the gentlelady. 3589 

 I now go to my friend, Mr. Balderson, from Ohio for five 3590 

minutes. 3591 

 *Mr. Balderson.  Thank you, Mr. Chairman, thank you all 3592 

for being here today. 3593 

 My first question is for Ms. Fu. 3594 

 I understand that Argonne National Lab has been using AI 3595 

to ensure greater reliability, resilience, and efficiency of 3596 

the electric grid. 3597 

 I would like to associate myself with the comments of my 3598 

friends, Mr. Griffith, and Dr. Joyce, who raised the importance 3599 

of this technology in helping grid operators deal with unique 3600 

challenges such as severe weather and equipment failures. 3601 

 This Committee has also heard concerns from grid 3602 

operators, including PJM, regarding long-term grid reliability.  3603 

Earlier this year, PJM released a report that shows 40 3604 
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gigawatts of existing generation are at risk of retirement by 3605 

2030, and that the retirement of fossil fuel power generation 3606 

outweighs new renewable generation getting online. 3607 

 How is the Department of Energy using machine learning and 3608 

AI to review and address long-term reliability issues as we're 3609 

looking at the premature retirement of more and more power 3610 

plants? 3611 

 *Ms. Fu.  This question of how we modernize our 3612 

transmission grid is essentially important and how we are able 3613 

to simultaneously achieve affordability, carbon reliability, 3614 

and resilience. 3615 

 These are things we need all across the board and we think 3616 

that AI will be able to be leveraged to achieve all these 3617 

things.  There's going to be a number of advances that we're 3618 

going to need to focus on, trustworthy decision-making being 3619 

one of them, but also, innovations and materials that are going 3620 

to help translate into a future modernized grid. 3621 

 *Mr. Balderson.  Okay.  Thank you. 3622 

 My next question is for Dr. Tripathi, thank you for being 3623 

here as well.  I am excited about the potential of AI and to 3624 

improve the access to health care in areas like rural Ohio and 3625 

Appalachia, Ohio. 3626 

 Digital health technologies, such as telehealth and remote 3627 

patient monitoring or RPM, reduce provider workload, increased 3628 
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access to patient data and catch catastrophic events earlier. 3629 

 We see this with AI-enabled RPM devices that can alert 3630 

providers if there is a change with their patients or that can 3631 

use data gathered to predict future patient outcomes. 3632 

 At the same these same types of algorithms can do low risk 3633 

administrative tasks like billing.  What is ONC's approach in 3634 

ensuring a risk-based approach to AI requirements? 3635 

 *Dr. Tripathi.  So thank you for the question. 3636 

 So our approach in the rule that we released this morning 3637 

is actually not to be risk based, but to focus on algorithms 3638 

that are made available in the system. 3639 

 And the reason that we don't do it in a risk-based manner 3640 

is because it's really hard to ascertain what's risk based.  3641 

You could have an administrative type of algorithm that seems 3642 

benign, like scheduling, for example, that turns out to 3643 

actually have a big impact on the patient's life if it's done 3644 

incorrectly. 3645 

 So we what focused on is really the functional aspect of 3646 

it.  If it's a predictive decision support intervention, as we 3647 

call it, or an AI-based tool, then the transparency 3648 

requirements, the risk management requirements would kick in. 3649 

 *Mr. Balderson.  Okay.  All right. 3650 

 Mr. chairman, I yield back.  Thank you. 3651 

 *The Chair.  Thank you.  The gentleman yields back. 3652 
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 The Chair recognizes Ms. Barragan for five minutes. 3653 

 *Ms. Barragan.  Thank you, Madame Chairwoman. 3654 

 Dr. Tripathi, the human component in the development of 3655 

and deployment of AI systems is important to build trust in AI.  3656 

We have seen several instances in which AI systems have 3657 

replicated the biases of their training data and their 3658 

developers and people have observed biases in AI-generated 3659 

content or decisions. 3660 

 I know you touched upon this, but I want to follow-up on 3661 

how your agency's diversifying and training your technology 3662 

workforces so that the AI algorithms don't reinforce racial and 3663 

other existing biases? 3664 

 *Dr. Tripathi.  Yes.  And I am sorry did you want me to 3665 

expand on that?  I think I _ 3666 

 *Ms. Barragan.  Well, I want to know how your agency is 3667 

diversifying and training your technology of your workforce? 3668 

 *Dr. Tripathi.  Oh, specifically?  Yes.  So we have a 3669 

couple of approaches on ourselves from our own organization.  3670 

We have led a program called Pathways to Progress, which is 3671 

specifically reaching out and recruiting people into federal 3672 

service and, you know, we're one of the agencies that we want 3673 

to be able to do that. 3674 

 As it relates to recruitment into the field in general, 3675 

there's a couple things that the Department is doing.  I well, 3676 
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many things the department is doing.  Let me just name two.  3677 

One is we have a public health informatics training program 3678 

that we're working with ten minority-serving institutions and 3679 

coalitions across the country to train and place 5,000 3680 

individuals in public health informatics positions. 3681 

 The National Institutes of Health also has a program 3682 

called AIM-AHEAD that now works in 29 sites across the country, 3683 

including Puerto Rico, with a hub in Texas with which they've 3684 

established, which is working with 1,500 trainees to bring 3685 

racial diversity into these important workforce skill sets. 3686 

 *Ms. Barragan.  And these are people that are going to be 3687 

in the technology sector there? 3688 

 *Dr. Tripathi.  So yes.  I mean, the training and the idea 3689 

of the recruitment is for them to be in informatics and 3690 

technology. 3691 

 *Ms. Barragan.  Great.  Thank you. 3692 

 Mr. Khan, how is the Commerce Department partnering with 3693 

external AI experts to implement President Biden's executive 3694 

order on artificial intelligence, particularly for minority 3695 

business development, to promote a fair and competitive AI 3696 

ecosystem to help these businesses commercialize? 3697 

 *Mr. Khan.  Thank you for that question, Congresswomen.  3698 

So one of the key efforts we had earlier this year was to 3699 

publish, with the support of Congress, an AI risk management 3700 
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framework that was through NIST, the National Institutes for 3701 

Standards and Technology. 3702 

 And so this framework has already been incredibly useful 3703 

for a wide range of stakeholders and, particularly, you know, 3704 

small and medium sized businesses, minority owned businesses, 3705 

in order to kind of manage risk in the development, deployment, 3706 

and use of AI in their businesses. 3707 

 So that's certainly one core element of our strategy to 3708 

address that issue.  And then also, of course, we think it's 3709 

critical to have a broad stakeholder input through a consortium 3710 

we're launching, via NIST, to kind of get a wide range of 3711 

stakeholders, both small and medium sized and large businesses, 3712 

academia, nonprofits, et cetera, from all of these different 3713 

areas to kind of help us, you know, and contribute their ideas 3714 

for how to develop consensus-based guidelines for AI safety, 3715 

security, and trust. 3716 

 We also have a national AI advisory committee with kind of 3717 

diverse representation, with many different voices that are 3718 

coming to the table. 3719 

 *Ms. Barragan.  Thanks.  And just to follow up.  What 3720 

steps do you think Congress or the Administration should invest 3721 

in to ensure that Americans are not harmed by, you know, AI and 3722 

the technology? 3723 

 *Mr. Khan.  Thank you for that question.  Yeah.  I mean, 3724 
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it's a top-of-mind issue.  So I think, you know, a lot of the 3725 

work that we're doing under the executive order is to kind of 3726 

develop the science around measuring AI and to mitigate its 3727 

risks and information gathering and a lot of the key policy 3728 

challenges, and in parallel with that, you know, we've secured 3729 

these voluntary commitments from companies to kind of mitigate 3730 

various safety, security, and trust risks. 3731 

 And so we think all of these efforts will ultimately kind 3732 

of need to lead to some form of regulation and we're happy to 3733 

work with you on, you know, technical assistance on how all of 3734 

these efforts will ultimately feed into that. 3735 

 *Ms. Barragan.  Ms. Fu, anything you want to add or say on 3736 

that? 3737 

 *Ms. Fu.  I would say, I mean, I would echo my colleague, 3738 

Saif.  Really, as we implement the executive order, we're going 3739 

to be able to identify where we are currently in the research 3740 

and development cycle of all of these things and how might 3741 

actually deploy AI and for which systems and we'll be able to 3742 

identify where the gaps are. 3743 

 And so we'd be very much happy to work with Congress and 3744 

the White House to develop a robust plan. 3745 

 *Ms. Barragan.  Great.  Thank you.  Thank you to everybody 3746 

who is here to testify. 3747 

 With that, I yield back. 3748 
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 *The Chair.  The gentlelady yields back. 3749 

 The Chair recognizes Ms. Harshberger from Tennessee for 3750 

five minutes. 3751 

 *Ms. Harshbarger.  Thank you, Madam Chair.  Thank you all 3752 

for being here today. 3753 

 I have a question for Dr. Tripathi.  What updates to the 3754 

regulatory framework for drugs and biologics should Congress 3755 

consider to facilitate innovation in AI applications? 3756 

 *Dr. Tripathi.  Yeah.  So thank you for the question. 3757 

 It's an active area that we've been looking at.  And as a 3758 

part of the executive order, we're going to be producing a plan 3759 

in October that looks specifically at the use of AI in drug 3760 

development. 3761 

 So I'll have more specifics, hopefully, to once we you 3762 

know, I don't want to get out ahead of our process here. 3763 

 *Ms. Harshbarger.  Yeah.  That would be good.  What about 3764 

supply chain issues and things of that nature? 3765 

 *Dr. Tripathi.  As it relates to drugs? 3766 

 I mean, I think that will, you know, probably a part of 3767 

it.  It's looking at that.  That approach is going to look at 3768 

discovery. 3769 

 *Ms. Harshbarger.  Yeah. 3770 

 *Dr. Tripathi.  Clinical research, post-market 3771 

surveillance and then manufacturing practices. 3772 
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 *Ms. Harshbarger.  Okay. 3773 

 *Dr. Tripathi.  And certainly in the manufacturing 3774 

practices around supply chain will be a critical issue. 3775 

 *Ms. Harshbarger.  Yeah.  Absolutely.  What kind of 3776 

updates to the regulatory framework for medical devices should 3777 

Congress consider to facilitate innovation in AI applications, 3778 

you know, while also ensuring that these products are safe and 3779 

effective for the patients? 3780 

 *Dr. Tripathi.  Yes.  I don't think, I mean, right now, I 3781 

don't know that we have a Department perspective on that yet.  3782 

We've certainly, you know, gotten feedback from the industry.  3783 

And I think a few weeks ago we heard from the industry, in this 3784 

in the subcommittee hearing, that is it relates to software as 3785 

a medical device and the approaches there that the FDA is 3786 

taking. 3787 

 I mean, they have already approved 700 devices that have, 3788 

you know, software, you know, AI-enabled tools as a part of the 3789 

software.  They are also working with international partners on 3790 

the predetermined change control plan, which offers a lot 3791 

opportunity for innovation based on good practices. 3792 

 *Ms. Harshbarger.  Yeah. 3793 

 *Dr. Tripathi.  So right now we're feeling like that's, 3794 

you know, sort of covering the ground, and it compliments what 3795 

the regulatory framework that came out in the rule today from 3796 
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my agency, which, you know, sort of covers a broader set of 3797 

capabilities with little bit less sort of requirements from a 3798 

regulatory perspective. 3799 

 So those kind of complement each other and I think cover a 3800 

lot of ground. 3801 

 *Ms. Harshbarger.  I know.  It can get a little 3802 

complicated, can't it? 3803 

 *Dr. Tripathi.  Yes. 3804 

 *Ms. Harshbarger.  What existing standards are in place 3805 

To demonstrate clinical validity when leveraging AI? 3806 

 *Dr. Tripathi.  I am sorry.  The question was standards to 3807 

demonstrate clinical validity?  Yeah.  So there's, you know, so 3808 

there's a variety of ways, I think, that one can approach that. 3809 

 You know, the industry is still converging on what are the 3810 

best ways of testing these kinds of systems, how do you provide 3811 

assurance.  In developing the regulation we looked at a wide 3812 

variety of kind of approaches. 3813 

 There is no real consensus so the approach that we've 3814 

taken in the rule is to require that there be a section of that 3815 

nutrition label, that we described, that had certain types of 3816 

quantitative sort of measures of performance, but we left a 3817 

little bit open, you know, the ability to provide that 3818 

information so that the industry could start to converge on 3819 

different approaches. 3820 
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 We certainly see that as we develop a strategy ourselves, 3821 

which we're going to do by April according to the executive 3822 

order, and we're working hard toward that, we'll have an 3823 

assurance strategy there from the Department's perspective, 3824 

and, of course, we'll be working in collaboration with the 3825 

broader AI Safety Institute that Department of Commerce is 3826 

launching. 3827 

 *Ms. Harshbarger.  So are there gaps in the existing 3828 

standards now? 3829 

 *Dr. Tripathi.  Well, I would say there aren't any 3830 

standards, you know, real industry consensus standards in the 3831 

area of AI safety and sort of standards for performance in that 3832 

regard. 3833 

 *Ms. Harshbarger.  Okay. 3834 

 *Dr. Tripathi.  So I mean, I guess the answer to that one 3835 

is yes, but it's early. 3836 

 *Ms. Harshbarger.  What about gaps in existing standards, 3837 

not for AI, but just existing standards? 3838 

 *Dr. Tripathi.  There, I mean, there are ways of looking 3839 

at sort of validation of these kinds of tools in, you know, in 3840 

the broad spectrum.  There's  you know, sort of evidence-based, 3841 

rule-based kind of tools versus more that move into this 3842 

predictive area. 3843 

 There are existing ways of looking at that, but, you know, 3844 
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but I think the we're all recognized that this is a whole new 3845 

generation of kind of tools, especially as you get into 3846 

generative AI. 3847 

 *Ms. Harshbarger.  Yeah. 3848 

 *Dr. Tripathi.  So we need to think of different 3849 

approaches there. 3850 

 *Ms. Harshbarger.  Okay.  Do you want to add anything, Mr. 3851 

Khan, or Ms. Fu?  Good.  Okay. 3852 

 With that, Chairwoman, I yield back. 3853 

 *The Chair.  The gentlelady yields back.  The Chair 3854 

recognizes, for five minutes, Mr. Sarbanes. 3855 

 *Mr. Sarbanes.  Thanks very much, Madam Chair.  Thank you 3856 

all for being here. 3857 

 So I know a lot of the discussion and debate is around 3858 

whether what the level of regulation ought to be coming from 3859 

the government with respect to AI.  How government can partner, 3860 

in terms of the innovation side of things, but at the same time 3861 

manage risk. 3862 

 So what I wanted to ask each of you is whether you have 3863 

confidence, from where you sit and the responsibilities you 3864 

have, not so much about your ability to regulate because we 3865 

have to contribute to that authority and manage the risk that's 3866 

happening out there, but whether you think you can see all of 3867 

it clearly, because and let's leave aside foreign actors in 3868 
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foreign states.  Let's just talk about the domestic development 3869 

and deployment of artificial intelligence. 3870 

 If each of you could just speak for a minute about, from 3871 

where you sit, do you think you have full eyes into everything 3872 

that is happening out there so that you know and can 3873 

communicate, in particular, the risks that can come whether or 3874 

not you think you have the tools, but, obviously, if you can 3875 

see clearly, you are in a position to help us give you those 3876 

tools? 3877 

 So if you could just speak to your ability to kind of see 3878 

the risk out there from each of your positions.  We can just 3879 

start with Ms. Fu. 3880 

 *Ms. Fu.  That's a really important question.  I would be 3881 

remiss if I said we could see everything very clearly.  I do 3882 

think that AI is not new to DOE.  We've been investing and 3883 

working on these issues for decades. 3884 

 And we also have, at our national labs, a tremendous 3885 

resource of skilled scientists and engineers who are focused on 3886 

many of these questions. 3887 

 To the questions of risk, our laboratories are already 3888 

evaluating model capabilities.  They are already starting to 3889 

engage in red teaming to identify where some of those risks 3890 

might reside. 3891 

 So we don't see clearly now.  We believe that with the 3892 
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tools that we, you know, the taskings that we've gone through 3893 

the executive order and in partnership with our inter-agency 3894 

colleagues will be able to share what we're finding and be able 3895 

to get to a better place when it comes to managing some of the 3896 

risks that coming from AI. 3897 

 *Mr. Sarbanes.  Thank you, Mr. Khan. 3898 

 *Mr. Khan.  Thank you, Congressman.  So, you know, there 3899 

are many ways in which AI is kind of different technology than 3900 

so many other areas.  I mean, if you just look at an 3901 

automobile, you can look inside there, you know, like, what 3902 

parts it's made of, you know what each part is doing. 3903 

 AI models, I think, you know, Dr. Tripathi has noted 3904 

before, black box is essentially there's these mathematical 3905 

algorithms that are made of billions or trillions of numbers 3906 

that we don't know how it works. 3907 

 We know the data we've put in.  We know that these models 3908 

are able to output, you know, certain types of data or content.  3909 

We're able to red team and evaluate the capabilities, but, 3910 

ultimately, this is a technology that we're still kind of at, I 3911 

think, as a society still grappling with how to understand and 3912 

I think we really need a society-wide effort to really, kind of 3913 

better characterize where AI is going and the pace of progress 3914 

is just breakneck. 3915 

 So that's going to be a huge, huge challenge for us.  I 3916 
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mean, I think we're trying to do our best with the resources we 3917 

have to better understand these models, better evaluate them.  3918 

I think more resources are going to be needed. 3919 

 *Mr. Sarbanes.  Dr. Tripathi, what is your line-of-sight 3920 

into what is happening out there? 3921 

 *Dr. Tripathi.  Well, I would certainly agree with Ms. Fu 3922 

that, I don't think anyone, can say that they have, you know, 3923 

complete vision into this.  Peter Lee, the head of Microsoft 3924 

Research, said that GPT-4 is like the smartest and dumbest 3925 

person you've ever met in your whole life. 3926 

 And I think that's, you know, sort of points to the, you 3927 

know, the promise and the risk and the concern.  As it relates 3928 

to I have more confidence today than I did yesterday because 3929 

our rule is out and our rule was released this morning. 3930 

 And one of the things that the rule does is it creates 3931 

transparency, first and foremost, because I think we have to 3932 

start with transparency.  And that allows us to, you know, be 3933 

in the position of saying that's where we get the opportunity 3934 

to seize the promise and to have risk mitigation, more than 3935 

anything else. 3936 

 Because I think one of the things that, you know, has 3937 

struck me as I've been in, you know, discussions with the big 3938 

tech vendors about this is that they themselves are surprised 3939 

every day by what they discover from these models. 3940 
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 So I think we're all learning this together, and it's 3941 

appropriate for us to set up these guardrails, have appropriate 3942 

risk management, so that we're able to mitigate the risks as 3943 

they emerge. 3944 

 *Mr. Sarbanes.  Great.  Thanks very much.  I yield back. 3945 

 *The Chair.  The gentleman yields back. 3946 

 The Chair recognizes Mr. Weber for five minutes. 3947 

 *Mr. Weber.  Thank you, Madam Chair. 3948 

 Mr. Khan, I am going to go to you.  We have been engaged 3949 

in conversations around the world about, quote, where do we go 3950 

from here, end quote, with regards to AI regulation for years.  3951 

I am also on Science, Space and Technology Committee. 3952 

 Not only have we think to talk about where do we go from 3953 

here.  I am also interested in where have we been.  Where have 3954 

we been, as a matter of fact, so that we don't repeat those 3955 

kinds of mistakes. 3956 

 So I am going to ask you two questions about that.  What 3957 

sort of regulations have been, in your opinion, the worst at 3958 

creating an innovative climate for the AI sector at large and 3959 

what kind of regulations have been the best? 3960 

 *Mr. Khan.  Congressman, that's a great question.  So, 3961 

yeah, I mean, I think, you know, the way in which kind of 3962 

regulation, I think kind of applies in the AI sector thus far 3963 

is really kind of, you know, sector specific. 3964 
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 There are some regulations that kind of may have an impact 3965 

on particular use cases.  I mean, I am happy to get back to you 3966 

kind of on specifics on kind of which sectors it has worked out 3967 

really well and which one are not and what studies kind of 3968 

support which approaches. 3969 

 I mean, I think that is a critical question as we kind of 3970 

navigate any potential future regulation in this space. 3971 

 *Mr. Weber.  Well, I think of Google when they first 3972 

trademarked the name Google.  Those two guys that founded 3973 

Google, I thought, how do they know that name was available?  I 3974 

mean, they couldn't Google it. 3975 

 And so what I am wanting to know is from AI, who is on the 3976 

leading edge?  Who is compiling all the best?  Is there one 3977 

clearing house?  Is there one company?  Maybe it is the 3978 

gentleman from California, Mr. Obernolte, that is this is 3979 

categorizing all that because he is smart with computers, but 3980 

your experience has been, is there one clearing house that 3981 

keeps up with all this?  Who would be? 3982 

 *Mr. Khan.  Thank you, Congressman.  So, I mean, there is 3983 

a number of companies that are at the kind of leading edge of 3984 

AI development.  You know, one of the things that they heavily 3985 

rely on is data, of course. 3986 

 And so much of that data, of course, is open source.  You 3987 

know, a lot of these large language models are essentially 3988 
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being trained on data that is just available on the internet.  3989 

But there are, you know, service providers who kind of collect 3990 

and are kind of clearing houses of data that then have as 3991 

customers leading AI developers who then use that data to train 3992 

their models. 3993 

 And then there are other companies, of course, who operate 3994 

other business models and have very large in-house datasets.  3995 

And so that's kind of one example in kind of the data space. 3996 

 So there's kind of angles that I think industry takes in 3997 

terms of getting the resources they need. 3998 

 *Mr. Weber.  Ms. Fu, has that been your experience as 3999 

well?  What would you add to that? 4000 

 *Ms. Fu.  I would just add that we are working with 4001 

industry now, and I think there this is an area where really 4002 

deep partnerships between DOE and industry could really 4003 

supercharge our nation's AI capability. 4004 

 I mentioned earlier that, you know, we're talking a lot 4005 

about large language models.  The kinds of AI that DOE needs 4006 

for its science, energy, and security mission are not scrapings 4007 

of the internet. 4008 

 There are going to be physics informed foundation models 4009 

that are going to need scientific data, and we have troves and 4010 

troves of that across our 34 user facilities around the nation, 4011 

our most powerful X-rays and supercomputers and the things that 4012 
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we're getting from research. 4013 

 And if we're able to harness all of that data and use that 4014 

in the service of the nation, I think this would be incredibly 4015 

powerful. 4016 

 *Mr. Weber.  So who is the clearing house for those 34 4017 

agencies around the nation? 4018 

 *Ms. Fu.  The 34-user facilities?  So DOE holds these as 4019 

assets.  Our national laboratories and the user facilities have 4020 

the most important and sort of powerful scientific tools that 4021 

have enabled discoveries like AlphaFold that have done the kind 4022 

of very close molecular scale looks at things nobody has ever 4023 

seen before. 4024 

 And so I think, you know, this question of how does the 4025 

federal government, how do we, as DOE, use the data that we 4026 

have as an asset for our science, for our energy mission, and 4027 

for our national security mission?  That's incredibly 4028 

important. 4029 

 *Mr. Weber.  Is there no other people who house that kind 4030 

of information?  It is just the DOE?  And let me preface by 4031 

asking you this question about weather.  Two, three, I guess, 4032 

three February's ago, winter storm Uri hit Texas. 4033 

 The grid, there was all kinds of things that had, it was a 4034 

perfect storm, if that is not a bad term.  Could AI have 4035 

prevented that in your opinion or predicted that, I guess, is 4036 
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the relevant question. 4037 

 *Ms. Fu.  Well, I would say a few things and I think 4038 

perhaps my colleague Saif also would like to say something.  We 4039 

are we have worked with NOAA.  Our supercomputing has and our 4040 

cooperation with NOAA has helped on weather prediction. 4041 

 I would say also that our laboratory scientists are also 4042 

cooperating with industry to think about AI-enabled models for 4043 

climate that can predict a week in advance. 4044 

 So I think there is a lot of tremendous opportunity here 4045 

to do more. 4046 

 *Mr. Weber.  Okay.  Well, I appreciate that, but I have 4047 

run out of time, and I will yield back.  Thank you. 4048 

 *Mrs. Lesko.  [Presiding]  Thank you.  Now, Representative 4049 

Schrier is recognized for five minutes for questioning. 4050 

 *Ms. Schrier.  Thank you, Madam Chair, and thank you to 4051 

the witnesses today. 4052 

 As a member of the New Dems Artificial Intelligence 4053 

Working Group, I really appreciate the Chair and Ranking 4054 

Member's commitment to exploring AI, the good, the bad, and the 4055 

ugly, in particular in the jurisdiction of this Committee. 4056 

 I also, before I even ask my question, I want to associate 4057 

myself with some of the concerns expressed by my colleague, 4058 

Mrs. Fletcher, about people self-diagnosing online using AI. 4059 

 And I will note that this extends into mental health as 4060 
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well, often relying on AI for diagnosis and therapy that is 4061 

totally unchecked by licensed professionals, and that is a 4062 

separate topic. 4063 

 I want to start with a question about health care.  And so 4064 

Dr. Tripathi, my first question is to you.  I am a physician, 4065 

and I believe that AI developments can allow providers to save 4066 

time, be more effective, more efficient in their care. 4067 

 I think it can help keep physicians up with the latest 4068 

research, can reduce errors.  Now, it can also impact, 4069 

positively or negatively, the doctor-patient relationship, 4070 

physician happiness, felling like almost a decade of training 4071 

is worthwhile if a computer is doing a lot of the thinking, and 4072 

so I wonder about satisfaction and other areas of risk. 4073 

 So I feel like we need to strike the balance there between 4074 

striking that treasured human interaction, doctor-patient 4075 

relationship, and I want to talk about kind of where AI crosses 4076 

the line. 4077 

 Like, has the doctor or is the doctor becoming just a 4078 

quality check on a computer?  Where does the role of the 4079 

physician go in this context?  And then also, just in the realm 4080 

of litigation, let's say a suggestion is given and a physician 4081 

does not follow that, does not think it is the right thing for 4082 

their patient, is that physician then at higher risk for 4083 

litigation for not following a suggestion provided by a 4084 
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computer. 4085 

 *Dr. Tripathi.  Yeah.  Thank you for the question. 4086 

 So, I mean, I think we would see, you know, this as being 4087 

a tool to augment, you know, sort of physician decision making.  4088 

As really a tool for the physician to ultimately make those 4089 

decisions and hopefully to return the joy back to medicine. 4090 

 Both my parents and my daughter are doctors, and certainly 4091 

the amount of overhead and the administrative time that takes 4092 

away from the time that you want to be spending with patients 4093 

or be doing, you know, spending time really, like, managing a 4094 

patient's care, is taken away by all those administrative 4095 

burdens. 4096 

 So if you look at and again, a couple of weeks ago, Dr. 4097 

Schlosser from HCA and Dr. Longhurst talked about where they're 4098 

starting, which is things like the physician inbox, using that 4099 

for triaging and generating responses that are reviewed by a 4100 

human before they go out, but that has alleviated a lot of 4101 

burden and given back time to the provider so they can, you 4102 

know, sort of use that time. 4103 

 I think as it relates to liability, at the end of the day, 4104 

I think, again, Dr. Longhurst said a few weeks ago, that's the 4105 

importance of having the person in the loop, the physician in 4106 

the loop at the end of the day. 4107 

 You don't want to be automating these technologies.  I 4108 
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think, you know, Peter Lee, from Microsoft Research again said 4109 

that, you know, GPT-4 is not ready for use in health care 4110 

without direct supervision. 4111 

 *Ms. Schrier.  Yep. 4112 

 *Dr. Tripathi.  Physicians are going to ultimately 4113 

responsible for the decisions they make, but they have to be in 4114 

the loop.  And that's why our rule is so important because it 4115 

provides the physicians with more information about that tool 4116 

that puts them in a better place to make those decisions. 4117 

 *Ms. Schrier.  Thank you.  And, yes, I think the term they 4118 

used at the last meeting about this was it saves pajama time, 4119 

which I am well familiar with. 4120 

 My next question is about energy, and I only have about a 4121 

minute left, so I will be quick.  I have been talking with 4122 

hydropower in my district about the need and the complexity of 4123 

balancing as we add more renewables, variable sources of energy 4124 

to the grid, the importance of being able to balance base load 4125 

and variable load. 4126 

 And so I was wondering about the role of AI in this and 4127 

also the timing.  And I wonder, Director Fu, if you could talk 4128 

about that a little bit? 4129 

 *Ms. Fu.  Sure.  Thank you.  And this is a very important 4130 

question.  You know, our quest here is really how do we 4131 

maintain, I mean, not only maintain, but how do we exceed 4132 
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expectations of energy reliability and low energy costs? 4133 

 And our ability, for example, to be able to forecast where 4134 

loads are going to be, that is already happening.  You know?  4135 

Utilities are already doing things like that.  And AI some 4136 

level is already being applied, but this question of how do you 4137 

plan for an energy grid?  How do you think about where to site 4138 

additional generation or use existing hydropower? 4139 

 Like, these are things that are going to need real time, 4140 

close to real time application, and I think AI could 4141 

potentially help with that, but we to do it in a safe and 4142 

managed way. 4143 

 *Ms. Schrier.  Thank you very much.  I will yield back 4144 

because of my time.  Thank you. 4145 

 *Mrs. Lesko.  Thank you. 4146 

 Next, we recognize Representative Pflueger for five 4147 

minutes of questioning. 4148 

 *Mr. Pfluger.  Thank you, Madam Chair. 4149 

 In my meetings with industry, no matter what kind of 4150 

industry it is, the rise of cyberattacks and the rise of AI 4151 

adding to the threat has been mentioned by pretty much every 4152 

one of them. 4153 

 Ms. Fu, I will start with you.  In your testimony, you 4154 

emphasized the importance of focusing on applications of AI 4155 

that govern critical infrastructure.  You know, looking at 4156 
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water utilities across the nation, US Agency officials blamed a 4157 

hacker group Cyber Avengers affiliated with the Iranian 4158 

government. 4159 

 We know that AI can be a force for good, but also can be 4160 

used, to exploit.  What more can DOE do to promote the public-4161 

private collaboration in this instance? 4162 

 *Ms. Fu.  Thank you.  This is really top of mind and one 4163 

where our Office of Cybersecurity, Energy Security, and 4164 

Emergency Response is actively engaged already with utilities 4165 

of all sizes.  And I think it is very important that they 4166 

continue to do that. 4167 

 They are working on a report right now that will actually 4168 

look at a number of potential risks to critical infrastructure, 4169 

including the grid.  So obviously, including cybersecurity, and 4170 

really leveraging some of the existing work that is happening 4171 

at the national labs in this space. 4172 

 *Mr. Pfluger.  Thank you. 4173 

 Moving to health care.  This year CMS a rule exempting 4174 

Medicare Advantage Organizations to ensure that they are making 4175 

medical necessity determinations based on the circumstances of 4176 

the specific individual as opposed to using an algorithm or 4177 

software that does not account for the individual circumstances 4178 

and it will become effective in the new year. 4179 

 Dr. Tripathi, you list this finalized rule as one of the 4180 
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many examples of HHS AI-related activities.  Can you elaborate 4181 

on how AI is being integrated into this process and how it 4182 

aligns with the goal of holding MA organizations accountable to 4183 

deliver the quality health care that patients need? 4184 

 *Dr. Tripathi.  Yes.  I mean, I was pointing to that as 4185 

one example of, you know, the areas that the Department has 4186 

covered and the CMS specifically is looking at now. 4187 

 There is a lot more work, I think that, you know, that CMS 4188 

is going to be doing.  And as a part of the task force that 4189 

we're launching, health care delivery and, you know, the payer 4190 

side of that you know, going to be one of the key parts that we 4191 

look at. 4192 

 So I think there'll be more to come there as we, as the 4193 

Department and the CMS, start to look deeper at these issues.  4194 

But, you know, we also want to be acting in areas that we know 4195 

that we can act and when we know that there's particular 4196 

vulnerabilities. 4197 

 *Mr. Pfluger.  Have you seen AI leveraged and used in a 4198 

way that, I guess, is used to steal medical records, or used in 4199 

a way that exploits known vulnerabilities in the medical record 4200 

system? 4201 

 *Dr. Tripathi.  I haven't.  I think that the biggest risk 4202 

just right now, and, again, this is fast moving, and, you know, 4203 

it's a little bit of an arms race on both sides with the 4204 
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offense and the defense. 4205 

 But I think the biggest risk, from a health care 4206 

perspective, is all the information that lives outside of the 4207 

health care system that is covered by HIPAA and covered by the 4208 

HIPAA's privacy rule and the HIPAA security rule. 4209 

 We tend to think of health information as being medical 4210 

record information, but all the information that lives outside 4211 

from our searches on our phone, from our visits to our doctors, 4212 

and the geolocation that is on our phone, people call that the 4213 

inferred medical record. 4214 

 And in some cases, the inferred record might actually have 4215 

more information than your real medical record. 4216 

 *Mr. Pfluger.  Right. 4217 

 *Dr. Tripathi.  And the ability of AI to actually have 4218 

access to that data, which is already available, which is not 4219 

protected by HIPAA, put it together in ways that we never would 4220 

have thought. 4221 

 I think that's, you know, that's the area that's of 4222 

particular concern right now. 4223 

 *Mr. Pfluger.  Thank you.  I would like to yield the 4224 

balance of my Mr. Obernolte. 4225 

 *Mr. Obernolte.  I thank my friend from Texas for 4226 

yielding. 4227 

 Mr. Khan, I would like to continue the question chain that 4228 
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was started by Chairwoman Rodgers regarding the use of the 4229 

Defense Production Act. 4230 

 You made it clear when she asked about this, that the 4231 

Department was using it to collect information not to regulate, 4232 

but I want to be clear.  The collection of that information is 4233 

nonconsensual, correct? 4234 

 *Mr. Khan.  Thank you, Congressman. 4235 

 So, we're using the Defense Production Act authority to 4236 

issue a survey to ask industry questions.  That's _ 4237 

 *Mr. Obernolte.  Right.  But response to the survey is 4238 

non-consensual?  It is mandatory. 4239 

 *Mr. Khan.  It is a mandatory questionnaire. 4240 

 *Mr. Obernolte.  So my question is, you know, the Defense 4241 

Production Act was passed to give government some control of 4242 

our supply chains in times of armed conflict. 4243 

 This seems like a pretty far cry from that.  How does the 4244 

DPA give the Department of Commerce the authority to demand 4245 

that information from industry? 4246 

 *Mr. Khan.  Thank you, Congressman.  So as far as the 4247 

particular legal questions, I would defer to kind of our 4248 

counsel across the Administration, of course.  You know, we'll 4249 

be gathering, though, information on kind of safety and 4250 

security testing that will be kind of very essential to meet 4251 

our nation's needs for, safe and secure AI. 4252 
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 *Mr. Obernolte.  Wow.  Okay.  Well, we are going to get 4253 

more time here in a minute, but, thank you for your response.  4254 

I will yield back. 4255 

 *Mr. Pfluger.  I yield back, Madam Chair. 4256 

 *Mrs. Lesko.  All right.  Thank you. 4257 

 Now, I recognize Representative Trahan for five minutes of 4258 

questioning. 4259 

 *Mrs. Trahan.  Thank you, Madam Chair, and thank you to 4260 

our witnesses for being here today. 4261 

 For consequential decisions, including those affecting 4262 

individuals' health care and education, trust and transparency 4263 

is paramount.  A big part of the reason that we trust our 4264 

doctors and teachers to treat our medical conditions and 4265 

educate our children is because we know that they have been 4266 

educated and certified to perform those critical tasks. 4267 

 But as we are beginning to see AI being used in health 4268 

care and education, I am concerned that there isn't nearly 4269 

enough transparency into how those models and products have 4270 

been trained or tested or how teachers and doctors will use 4271 

them. 4272 

 That is why Congresswoman Sarah Jacobs and I recently sent 4273 

a letter to the Department of Education asking them to examine 4274 

the civil rights implications of the use of AI in the 4275 

classroom. 4276 
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 In addition, in an answer for the record for the recent AI 4277 

hearing in the Innovation, Data and Commerce Subcommittee, Amba 4278 

Kak highlighted the importance of having tailored obligations 4279 

across the development cycle of AI systems, including impact 4280 

assessments and algorithmic audits, early throughout and after 4281 

deployment. 4282 

 However, we have seen that time and time again, tech 4283 

companies resist external accountability and transparency into 4284 

their products and services claiming it would harm innovation. 4285 

 Mr. Khan, how can privacy-enhancing technologies enable 4286 

meaningful transparency and accountability into AI development 4287 

without compromising trade secrets or proprietary information? 4288 

 *Mr. Khan.  Thank you, Congresswomen.  So the Department 4289 

has a number of initiatives underway to kind of develop 4290 

privacy-enhancing technologies. 4291 

 One effort, in collaboration with the Department of Energy 4292 

is to kind of develop testing environments that will be kind of 4293 

a test bed for new privacy-enhancing technologies. 4294 

 We've also, just two days ago, NIST, the National 4295 

Institute for Standards and Technology, has issued a set of 4296 

draft guidelines around differential privacy, which essentially 4297 

is a technical technique where you can introduce noise into 4298 

output data even if there was kind of sensitive data that went 4299 

into the training of the model and that would thereby protect 4300 
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privacy. 4301 

 We're also kind of looking into a number of other 4302 

technologies as well in this space that would then kind of 4303 

hopefully make it into guidelines as well.  NIST has also kind 4304 

of provided, you know, quite a bit of technical leadership as 4305 

well. 4306 

 At the recent Summit for Democracy, you know, there's a 4307 

privacy-enhancing technology challenge.  And this effort 4308 

resulted in kind of 90 ideation papers, 19 submitted technical 4309 

solutions using privacy preserving techniques. 4310 

 And, you know, the final challenge actually had six 4311 

winning solutions.  You know, they were demonstrated in 4312 

international workshop and provided as open-source packages to 4313 

the privacy community. 4314 

 So we're really trying to best facilitate it as we can, 4315 

the development of these technologies. 4316 

 *Mrs. Trahan.  I appreciate that.  We also need to be able 4317 

to trust the use of AI after it is deployed. 4318 

 The EU agreed last week to significant regulations for AI 4319 

that include important transparency requirements for AI systems 4320 

classified as high risk such as medical and educational uses of 4321 

AI. 4322 

 Among other things, those requirements mandate the 4323 

development of human oversight and human machine interface 4324 
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tools for high-risk AI to ensure that they can, quote, be 4325 

effectively overseen by real human beings during in which the 4326 

AI system is in use, end quote. 4327 

 That requires companies to build systems that would give 4328 

doctors and teachers the tools that they need to properly 4329 

oversee the use of high-risk AI. 4330 

 How is the Department of Commerce encouraging the 4331 

development of that type of accountability and oversight, and 4332 

what can Congress do to help? 4333 

 *Mr. Khan.  Thank you for that question, Congresswoman.  4334 

So with regard to the kind of EU AI Act, you know, we're 4335 

obviously kind of on the same page with our European partners 4336 

that we need to address risks in this space to kind of harness 4337 

the benefits and ensure that we create an interoperable 4338 

framework that also kind of ensures the innovativeness of our 4339 

industries. 4340 

 On the question of accountability.  One of the efforts 4341 

that we've already been undertaking over the last year is a 4342 

report on AI Accountability, which is, we've gone through a 4343 

process of getting a great deal of stakeholder feedback and are 4344 

now going to be publishing a report in early 2024, to get at 4345 

many of these issues to provide recommendations how best to 4346 

create kind of transparency and accountability in AI 4347 

development, deployment, and use. 4348 
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 *Mrs. Trahan.  Great.  Thank you.  And my final question, 4349 

which I will actually have to submit for the record because I 4350 

am running out of time, was for, Dr. Tripathi, and the 4351 

transparency guardrails that should be in place in health care.  4352 

But I think I am out of time, so I will yield back. 4353 

 *Mr. Obernolte.  [Presiding]  The gentlelady yields back.  4354 

I will recognize myself for five minutes. 4355 

 And point out first of how egalitarian a Committee can be 4356 

when it is possible to move from the most junior chair in the 4357 

room to the chair within a single hearing. 4358 

 Mr. Khan, just continuing our discussion about the 4359 

administration's invoking of the Defense Production Act.  You 4360 

had mentioned in your testimony that one of the tasks of the AI 4361 

Safety Institute will be to create guidelines relating to the 4362 

detection and labeling of artificially generated content. 4363 

 And there has been a lot of discussion about requirements 4364 

for watermarking of AI generated content.  Do you think that 4365 

the Department of Commerce has the authority, under the Defense 4366 

Production Act to require that artificially generated content 4367 

be watermarked? 4368 

 *Mr. Khan.  Thank you, Congressman.  So the Department's 4369 

use of the Defense Production Act is an information gathering 4370 

exercise.  It is not actually an imposition of requirements to 4371 

kind of actually watermark technologies or kind of institute 4372 
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any other kind of actual regulatory requirements where there 4373 

would be any kind of approval process. 4374 

 What it is really focused on is kind of a survey of 4375 

advanced AI developers, and I would note, you know, the 4376 

technical thresholds in the EO are really just for kind of next 4377 

generation AI technology. 4378 

 So we are talking about a small number of very advanced, 4379 

highly capable AI systems.  We are kind of having an 4380 

information gathering exercise.  So that is essentially what we 4381 

are doing there and not a requirement for a synthetic content 4382 

authentication. 4383 

 *Mr. Obernolte.  Sure.  Yeah, I understand.  But, I mean, 4384 

you are imposing requirements on industry.  And just to be 4385 

clear, this isn't us necessarily disagreeing with the 4386 

Department's need to have access to this information. 4387 

 It just seems to me that invoking Defense Production Act, 4388 

an act that was clearly created with the goal of ensuring our 4389 

supply chains, in times of armed conflict, is not appropriate 4390 

to apply to this particular domain. 4391 

 This is very different.  And it seems to me that this is 4392 

the Administration usurping authority away from Congress and we 4393 

are going to get there.  I assure you.  We're working to try 4394 

and, create a regulatory framework for AI and I have no doubt 4395 

that that framework will also involve tracking and locating the 4396 
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accumulation of large amounts of compute, probably a Know Your 4397 

Customer requirement on the vendors of compute, certainly 4398 

international cooperation for preventing the proliferation of 4399 

malicious AI, all of those things, but in in my opinion, the 4400 

Department of Commerce has the authority to do none of that 4401 

absent express grant of that authority from Congress. 4402 

 So I urge you to work with us and our colleagues in the 4403 

Senate to together craft a framework that gives you the tools 4404 

that you need.  Don't just take them because it's just not 4405 

going to stand up to legal scrutiny.  But thank you for the 4406 

discussion. 4407 

 Dr. Tripathi, I wanted to have a discussion with you.  4408 

You've had a couple of comments with my colleagues about the 4409 

FDA's approval of now almost 700 applications for the use of AI 4410 

in medical devices, which is incredible. 4411 

 Just a few months ago, we had a health subcommittee 4412 

hearing.  The number was 400.  So that shows you the pace of 4413 

the technology.  And I have to compliment you.  I have frequent 4414 

interactions with industry and almost overwhelmingly, they say 4415 

that the FDA is doing a great job in overseeing the use of AI. 4416 

 Thoughtful, engaged, involved, patient, safety centric, 4417 

all of the appropriate things that we want to hear. 4418 

 *Dr. Tripathi.  I will let them know that.  Thank you. 4419 

 *Mr. Obernolte.  Okay.  Yeah.  Well, please pass that 4420 
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along.  Because we know it is not easy and you are learning to 4421 

build the plane as you are flying it. 4422 

 So obviously, the FDA has acquired some knowledge about 4423 

this, but we have been talking about the AI Act that was passed 4424 

by the EU a couple of days ago. 4425 

 Under that regulatory scheme, a new agency is granted the 4426 

authority to issue these licenses.  So we in Congress are 4427 

grappling with this decision of what to do. 4428 

 Do we follow the lead of countries like the EU, where we 4429 

spin up a new authority and we take that authority away from 4430 

the FDA, or do we have a hub and spoke approach where we 4431 

empower agencies like the FDA? 4432 

 And a better way of asking the question is, is it easier 4433 

to teach a new agency everything the FDA already knows about 4434 

ensuring patient safety and medical devices, or is it easier to 4435 

teach the FDA what it might not already know about AI?  Which 4436 

of these two paths do you think is appropriate? 4437 

 *Dr. Tripathi.  Yeah, well, I mean, certainly any 4438 

decision, along those lines, would be an administration level, 4439 

decision. 4440 

 So, you know, we would participate in that discussion and, 4441 

you know, and the Administration ultimately will make those 4442 

decisions.  I mean, I will point out, and I think it's been 4443 

recognized in the approach to the AI and in all of the, you 4444 
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know, the work being done in the AI Council, which is, you 4445 

know, part of the AI executive order, is the recognition that 4446 

there are certain things that are government wide and really 4447 

important government wide, but the sector specific, you know, 4448 

sort of factors are really important and the deep domain 4449 

experience and expertise that you need in each of those domains 4450 

is very, very important. 4451 

 So I think figuring out the right model that doesn't break 4452 

either of those is, you know, I think where we're going to want 4453 

to be. 4454 

 *Mr. Obernolte.  Yeah.  I think we are in furious 4455 

agreement on that, and, Mr. Khan, will tell you from the NIST 4456 

risk management framework, the risk of AI is very contextual. 4457 

 So, what is risky in one context is not risky in another.  4458 

But let me disagree with something you just said.  The 4459 

Administration will not decide.  We all, together, will decide 4460 

what the appropriate regulatory framework is and I hope that 4461 

that is going to be a collaborative, non-adversarial process as 4462 

we work through that over the next couple of years. 4463 

 *Dr. Tripathi.  I stand corrected on that. 4464 

 *Mr. Obernolte.  All right. 4465 

 *Dr. Tripathi.  Thank you. 4466 

 *Mr. Obernolte.  Well, thank you very much. 4467 

 Ms. Fu, I had some questions for you, but I will submit 4468 
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those for the record.  I will yield back. 4469 

 We will now go to my colleague from Iowa, Ms. Miller-4470 

Meeks, you are recognized for five minutes, finally, for your 4471 

questions. 4472 

 *Ms. Miller-Meeks.  Thank you, Mr. Chair.  I thank all the 4473 

witnesses and the Committee for holding this hearing. 4474 

 Just as a disclosure, I am a physician and a former 4475 

director of public health, and in leading the Modernization 4476 

Task Force for the Healthy Futures Task Force focused on AI. 4477 

 Dr. Tripathi, the Office of the National Coordinator for 4478 

Health Information Technology or ONC runs a voluntary FDA 4479 

certification program for health IT.  Depending on the intended 4480 

use of a health IT product, it may also need to gain FDA 4481 

approval or authorization. 4482 

 Duplicative or conflicting rules can lead to stakeholder 4483 

confusion.  How do ONC and FDA coordinate requirements for AI-4484 

enabled health technologies? 4485 

 *Dr. Tripathi.  Yes.  Thank you for the question.  4486 

Definitely has been a lot of effort, on our part, working with 4487 

our FDA colleagues. 4488 

 So we work very closely with FDA on the definitions of 4489 

devices and the boundaries and the complementary, you know, 4490 

sort of pieces of our regulatory approaches. 4491 

 As a general matter, and I think this is from the 21st 4492 
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Century Cures Act, if I am not mistaken, ONC has the authority 4493 

over electronic health records and the FDA is over devices. 4494 

 Now, there is certainly a blending of those as you think 4495 

about devices or software-enabled devices, particularly being 4496 

within electronic health record systems. 4497 

 The approach we've taken is to say that we're agnostic to 4498 

whether that's a device or not, in terms of the transparency 4499 

requirement for AI-enabled tools that are in the software, and 4500 

indeed that nutrition label that would be a requirement that an 4501 

electronic health record vendor make available to a clinician 4502 

like you, for example, about the AI that's in the tool, we 4503 

would think it'd be very informative for you, as a clinician, 4504 

to know, oh, this particular AI-enabled piece of software 4505 

actually is also an FDA approved device. 4506 

 *Ms. Miller-Meeks.  And given the Chinese advancement in 4507 

AI and perhaps in health ahead of the United States do you, and 4508 

we have talked about HIPAA throughout this hearing and if you 4509 

could be a very brief answer, because I have some other 4510 

questions. 4511 

 Do we need to make changes to HIPAA where people could 4512 

voluntarily share information so that you could get repetitive 4513 

machine learning?  I am thinking especially of scans like in 4514 

mammography or in cancers? 4515 

 *Dr. Tripathi.  Yes.  If I understand the question right, 4516 
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there is nothing in HIPAA that prevents an individual from 4517 

voluntarily sharing their information with anyone. 4518 

 *Ms. Miller-Meeks.  Thank you. 4519 

 Dr. Fu, you mentioned the national laboratories, Iowa 4520 

houses a national laboratory, Ames Lab at Iowa State 4521 

University, and researchers at Iowa State University were 4522 

awarded funding, through ARPA-E, to leverage artificial 4523 

intelligence technologies to improve solar panel design and 4524 

application. 4525 

 What other emerging research and development areas are you 4526 

planning that have applications to meet industry and community 4527 

needs? 4528 

 *Ms. Fu.  There's a series of earth shots that the DOE has 4529 

launched on a number of different topics.  So I think that 4530 

there's tremendous potential for AI to really advance the 4531 

frontier in all of these areas and materials are really going 4532 

to be central to that. 4533 

 And we have many, many material scientists, combined with 4534 

the computing power that we have at the DOE National Labs, that 4535 

will be able to serve as a tremendous resource for the nation. 4536 

 I mean, I would just want to emphasize that our national 4537 

labs, they're stewarded by DOE, but they serve many agencies.  4538 

And I've talked about a lot of the agencies that we partner 4539 

with and work with to really advance both our shared mission 4540 
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our shared missions for good.  Thank you. 4541 

 *Ms. Miller-Meeks.  Thank you.  And much of the leadership 4542 

in AI is centered in big tech companies, i.e. Google, 4543 

Microsoft, Amazon, et cetera, with heavy geographic presence on 4544 

the coast. 4545 

 What are your current, and any one of you can answer this, 4546 

current or future plans to incentivize companies to connect 4547 

with talented researchers at universities and colleges, 4548 

particularly those working in geographic locations 4549 

underrepresented in Big Tech, i.e. the Midwest? 4550 

 *Ms. Fu.  I would just volunteer here.  You know, our 4551 

national labs have really focused on place-based innovation and 4552 

seeing how they can partner with universities, both within 4553 

their geographic confines, but also around the country. 4554 

 And so I think that's one really important piece.  The 4555 

second is around computing availability.  Ms. Eshoo mentioned 4556 

earlier support for the National AI Research Resource.  That's 4557 

something that is needed and that's something that DOE is 4558 

supporting. 4559 

 We've extended the lifetime of one of our fastest 4560 

supercomputers, Summit at Oak Ridge National Lab, that will be 4561 

a resource for researchers across the country to be able to 4562 

access compute. 4563 

 *Ms. Miller-Meeks.  My final _ 4564 
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 *Ms. Fu.  That Ames Lab is great. 4565 

 *Ms. Miller-Meeks.  My final question, and it may be that  4566 

you can submit in writing.  Machine learning, particularly 4567 

neural networks, are susceptible to systemic biases and data 4568 

used to train them, and this was mentioned earlier. 4569 

 How do your agencies structurally federally support 4570 

programs to ensure that future networks reflect the interest of 4571 

all Americans and are not biased to reflect the circumstances, 4572 

interests, worldview, and politics of the concentrated coastal 4573 

tech areas where they are currently primarily developed? 4574 

 Do you want me to have them submit answers in writing, Mr. 4575 

Chair? 4576 

 *Mr. Obernolte.  I was going to give you another 30 4577 

seconds of leeway.  It is up to you. 4578 

 *Ms. Miller-Meeks.  Why don't you submit your in writing 4579 

if all three of you can do so, and I yield back my time.  Thank 4580 

you so much. 4581 

 *Mr. Obernolte.  The gentlewoman yields back. 4582 

 We will hear next from the gentleman from Texas, Mr. 4583 

Crenshaw, you are recognized for five minutes. 4584 

 *Mr. Crenshaw.  Thank you.  Thank you all for being here.  4585 

Long day. 4586 

 I wanted to take a step back and look at basics about risk 4587 

assessment and what we are even talking about when we talk 4588 
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about regulating AI, and we sort of breeze over that too often 4589 

in these conversations, I think. 4590 

 And so I am actually curious how you even define, so if 4591 

you are going to regulate AI and you are going to call 4592 

something artificial intelligence, how do you define it within 4593 

your agencies?  How do you differentiate between advanced 4594 

software that a programmer wrote that's really, really good, 4595 

and actual AI? 4596 

 We will start with Mr. Khan, actually.  Thanks. 4597 

 *Mr. Khan.  Thank you, Congressman. 4598 

 So yeah, the question of how to define AI is kind of an 4599 

enduring question that comes up repeatedly. 4600 

 In the recent executive order that the President issued in 4601 

October on AI, we do have some definitions of both AI broadly, 4602 

but also specifically kind of a more concerning category of 4603 

dual-use foundation models. 4604 

 And so we've kind of taken attempts there.  There are kind 4605 

of existing _ 4606 

 *Mr. Crenshaw.  I am not asking is there a definition.  4607 

Like what is your definition? 4608 

 *Mr. Khan.  Happy to get back to you with kind of _ 4609 

 *Mr. Crenshaw.  Okay.  Noted.  That is fair enough. 4610 

 *Mr. Khan.  _ specific technical _ 4611 

 *Mr. Crenshaw.  Do you have a definition? 4612 
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 *Ms. Fu.  I am sure we, as part of our own efforts to 4613 

develop, for example, a generative AI user manual for the 4614 

Department so that we can actually start testing around use of 4615 

AI. 4616 

 But I would say, for us, it's less important to have a 4617 

definition than it is to have a capability. 4618 

 *Mr. Crenshaw.  What do you _ can you explain that? 4619 

 *Ms. Fu.  So for us, our Department is very much more 4620 

focused not so much on the regulation side, so how do you 4621 

define AI and regulate it? 4622 

 *Mr. Crenshaw.  Yeah.  Yeah.  Okay.  I understand. 4623 

 *Ms. Fu.  But how do we have a capability for our mission 4624 

set. 4625 

 *Mr. Crenshaw.  Okay.  Fair enough. 4626 

 *Dr. Tripathi.  Yeah.  In the rule that we released this 4627 

morning, we don't define AI.  What we define is what we call 4628 

predictive decision support interventions, which are software-4629 

enabled tools that are in an electronic health record or 4630 

available in an electronic health record. 4631 

 AI would be sort of one example of that.  We have three 4632 

criteria.  One is that the software tool actually learns from 4633 

sample data.  That's the first thing.  Second is that it draws 4634 

and drives relationships between a couple of the variables that 4635 

are part of that learning.  And third, that it makes a 4636 
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prediction or an inference from that. 4637 

 *Mr. Crenshaw.  Okay.  Yeah.  One of my big concerns is I 4638 

see the difference as you can't look under the hood.  Like, if 4639 

a programmer can't go in there and say this is what this is 4640 

what will happen based on the code that I am looking at. 4641 

 To me, that is what AI is.  And you can tell me that that 4642 

is incorrect.  I think that is correct.  So is there a 4643 

theoretical limit then to how risky with this is and how much 4644 

we should build?  Maybe this is a good question for Dr. Fu, 4645 

Department of Energy. 4646 

 *Ms. Fu.  We're certainly concerned about the risks, and I 4647 

mentioned a little bit earlier that we're already starting to 4648 

evaluate model capabilities and also to test some of these 4649 

systems to see what we can get out of them. 4650 

 We are specifically concerned about some of the more 4651 

existential catastrophic risks here, but I think that the 4652 

learnings that we find will be applicable potentially to a 4653 

number of different fields. 4654 

 *Mr. Crenshaw.  Okay.  So catastrophic risks.  We don't 4655 

want to breeze by that, do we?  Concerned about the whole 4656 

existential risk and everything, but we have heard a number of 4657 

times how at risk our critical infrastructure is. 4658 

 Let's just keep it at the energy and electrical grids for, 4659 

you know, for our purposes here.  That is not just AI, that is, 4660 
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I mean, that's simply China hacking into our stuff.  Do you 4661 

think we are at a point where some of our critical 4662 

infrastructure should have a manual override capability? 4663 

 *Ms. Fu.  That's a very interesting question and I would 4664 

like to take that back to our SMEs there and CESER. 4665 

 *Mr. Crenshaw.  Okay. 4666 

 *Ms. Fu.  But I would just say, you know, it is just as 4667 

important to understand how we're going to apply AI to the 4668 

grid, how we're going to protect against cyberattacks, but I 4669 

think, again, you know, going back to this AI capability 4670 

question, we're going to need to develop AI to counter AI at 4671 

the end of the day too. 4672 

 So you know, this is kind of pointing to how do we apply 4673 

some of these tools to the adversarial AI? 4674 

 *Mr. Crenshaw.  And given that you guys are developing it, 4675 

of course, at the Department of Energy, do you feel comfortable 4676 

that if a hostile country was developing something also of 4677 

great capability that we would have the means to be able to 4678 

detect that development? 4679 

 *Ms. Fu.  Am I concerned about that or do you _ 4680 

 *Mr. Crenshaw.  Are we able to detect that development or 4681 

is it something that can happen with a great amount of, I 4682 

guess, surreptitiousness.  Can it happen in secret? 4683 

 *Ms. Fu.  Certainly I am sure that there are many programs 4684 
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underway.  I am sure the team would be happy to brief you on 4685 

what we know. 4686 

 *Mr. Crenshaw.  Okay.  I yield back. 4687 

 *Mr. Obernolte.  The gentleman yields back. 4688 

 We will hear next from the gentlewoman from Florida, Ms. 4689 

Cammack, you are recognized for five minutes. 4690 

 *Ms. Cammack.  Thank you, Mr. Chairman.  Thank you to our 4691 

witnesses. 4692 

 I think I am your last questioner of the day.  So I will 4693 

jump right into it.  This is going to be a question for you all 4694 

and no lengthy response if you can avoid it. 4695 

 My colleague, Representative Palmer, touched on quantum, 4696 

so I am just going to do a little bit of follow-up on that 4697 

because I think it is crucial that we understand the 4698 

implications of quantum AI and really the risks that it poses 4699 

as we are in this race. 4700 

 So specifically, what are each of you doing to harden our 4701 

infrastructure, and are you developing quantum safe encryption 4702 

technologies? 4703 

 We can just go down the line. 4704 

 *Dr. Tripathi.  Sure.  I can start.  The Department just 4705 

released a cybersecurity strategy.  It has four elements.  I 4706 

won't go through all four.  I know you want us to be brief.  4707 

One is about setting performance goals, sector specific 4708 
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performance goals. 4709 

 There's sort of a basic set and there's an enhanced set.  4710 

I don't know the answer to whether it's addressing the, you 4711 

know, the quantum-based encryption, you know, sort of issues, 4712 

that you're describing. 4713 

 I am happy to get back to you on that.  Second is carrots 4714 

and sticks and we would like to work with the Congress on that, 4715 

providing incentives for those who already have met the basic 4716 

performance goals for them to invest in enhanced technologies. 4717 

 And correspondingly, it's, you know, raising the floor and 4718 

raising the ceiling on the floor, providing resources to rural 4719 

hospitals, critical safety net hospitals, tribal entities that 4720 

don't have the capabilities to even meet the basics. 4721 

 And then third would be beefing up enforcement.  That 4722 

would be the stick would where we'd like to work with the 4723 

Congress again on having higher civil monetary penalties, from 4724 

a HIPAA perspective, and another area that we'd like to look at 4725 

is updating the HIPAA security rule. 4726 

 And that's all a part of the HHS cybersecurity strategy, 4727 

which was released, I think, in the last couple of weeks. 4728 

 *Ms. Cammack.  Okay.  Thank you. 4729 

 *Mr. Khan.  Thank you, Congresswomen.  So the National 4730 

Institute for Standards and Technology, NIST, which is within 4731 

the Department is kind of playing a core role in kind of 4732 
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helping to kind of develop standards for the ecosystem for post 4733 

quantum cryptography. 4734 

 So I think it's a pretty significant work stream for us.  4735 

And of course, as you note, you know, quantum computers have 4736 

the ability potentially in the future if they're scaled up to 4737 

kind of break fairly advanced encryption. 4738 

 So I think we're quite worried about that and we're going 4739 

to make sure that we harden our infrastructure against that 4740 

risk. 4741 

 *Ms. Cammack.  So there is a plan in place?  We are 4742 

working on a plan to address that very issue? 4743 

 *Dr. Tripathi.  Yes. 4744 

 *Ms. Cammack.  Okay.  I am thinking broadly the 4745 

geopolitical implications of quantum computing matched up with 4746 

AI and what could happen to in particular, our federal 4747 

agencies. 4748 

 *Ms. Fu.  Thank you for that question and it's something 4749 

that's really central.  A big question for DOE.  We have a 4750 

significant effort with a number of quantum centers around the 4751 

country where we're looking at how we advance the science of 4752 

quantum. 4753 

 We also have significant efforts at the national labs in 4754 

this space.  We'd be happy to get back to you with a little bit 4755 

more, and this is a whole of government effort.  So OSTP, the 4756 



205 

 

National Quantum Coordination Initiative, and a number of other 4757 

agencies are all involved in this discussion. 4758 

 *Ms. Cammack.  Okay.  Wonderful.  Thank you. 4759 

 So I know that companies are really working on developing 4760 

various ways to identify AI-generated content.  There are the 4761 

watermarks.  There are all kinds of ways to embed metadata in 4762 

the pixels, et cetera.  But there was a study from the 4763 

University of Maryland that just came out a couple of weeks 4764 

ago.  I am not sure if you all are aware. 4765 

 And they discovered dozens of ways in which the 4766 

watermarking was actually not an effective way.  It was 4767 

actually very easy to manipulate.  In fact, they were creating 4768 

false positives because these malicious actors, in this case it 4769 

was just a bunch of university students, but they were able to 4770 

go in, manipulate the data, manipulate the image, and create a 4771 

false positive. 4772 

 You can imagine that a lone wolf or an adversary could do 4773 

some pretty serious damage if this was an image or a verified 4774 

piece of AI content that, you know, was then deemed to be a 4775 

false positive later. 4776 

 Have you guys explored any further steps beyond just the 4777 

basic watermark of AI-generated content? 4778 

 *Mr. Khan.  So thank you, Congresswoman. 4779 

 So yeah, I mean, I think it's a critical part of the 4780 
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challenge in developing watermarking technologies.  The truth 4781 

is once a piece of content is out there, it can be manipulable 4782 

by many actors and removing watermarking, this was definitely 4783 

an issue. 4784 

 So I think it's an interesting area for research and 4785 

development to kind of build in kind of stronger watermarks 4786 

that are more difficult to remove, if that's technically 4787 

feasible, but it's an important issue. 4788 

 *Ms. Fu.  I would just add here that our labs have done 4789 

work in content authentication, which I think is the sort of 4790 

flip side to the watermarking, how do you know if it's actually 4791 

true rather than if there's an emblem that says that it's true? 4792 

 *Ms. Cammack.  Great. 4793 

 *Ms. Fu.  And, you know, our labs do a lot of work with 4794 

synthetic data, and it kind of operates in the sort of same 4795 

idea where but our goal is different.  Our goal is about 4796 

generating synthetic scientific data that we can do models and 4797 

simulations on, but that the learnings that we get from that 4798 

are actually applicable in this space as well, and it's one 4799 

that we would look to work with our interagency colleagues to 4800 

develop a stronger approach on. 4801 

 *Ms. Cammack.  Okay.  Wonderful.  And I know I am over 4802 

time, but was there anything you had to add from HHS? 4803 

 *Dr. Tripathi.  I didn't have anything to add. 4804 
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 *Ms. Cammack.  All right.  Thank you. 4805 

 Mr. Chairman, I yield back. 4806 

 *Mr. Obernolte.  The gentlewoman yields back.  That 4807 

concludes our questions. 4808 

 I would like to thank our witnesses for being here.  It 4809 

has been an incredibly informative hearing, and we really 4810 

appreciate your time and your diligence. 4811 

 Let's keep the lines of communication open here as we 4812 

continue to work on this problem. 4813 

 I ask unanimous consent to insert in the record the 4814 

documents included on the staff hearing documents list. 4815 

 Without objection, so ordered. 4816 

 I remind members they have ten business days to submit 4817 

questions for the record and I ask our witnesses to respond to 4818 

the questions promptly, and I know you will. 4819 

 Members should submit their questions by the close of 4820 

business on December 28th. 4821 

 Without objection, that concludes the business of our 4822 

Committee.  The Committee is adjourned. 4823 

 [Whereupon, at 2:19 p.m., the Committee was adjourned.] 4824 


