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FACIAL RECOGNITION TECHNOLOGY: PART II 
ENSURING TRANSPARENCY 

IN GOVERNMENT USE 

Tuesday, June 4, 2019 

HOUSE OF REPRESENTATIVES 
COMMITTEE ON OVERSIGHT AND REFORM 

WASHINGTON, D.C. 
The committee met, pursuant to notice, at 9:59 a.m., in room 

2154, Rayburn House Office Building, Hon. Elijah Cummings 
(chairman of the committee) presiding. 

Present: Representatives Cummings, Maloney, Norton, Clay, 
Lynch, Connolly, Krishnamoorthi, Raskin, Rouda, Hill, Sarbanes, 
Welch, Speier, Kelly, DeSaulnier, Lawrence, Khanna, Gomez, 
Ocasio-Cortez, Pressley, Tlaib, Jordan, Amash, Gosar, Massie, 
Meadows, Hice, Grothman, Cloud, Higgins, Roy, Miller, Armstrong, 
and Steube. 

Chairman CUMMINGS. The committee will come to order. 
Without objection, the Chair is authorized to declare a recess of 

the committee at any time. 
This is our second hearing on facial recognition technology. 
I now recognize myself for five minutes to make an opening 

statement. 
Today, the committee is holding our second hearing on the use 

of facial recognition technology, and we will be examining the use 
of this technology by law enforcement agencies across the Federal 
Government. 

We had a broad survey of a full range of issues raised by tech-
nology. We heard from a number of experts about the benefits and 
the dangers of this technology across government and the entire 
private sector. 

The stark conclusion after our last hearing was that this tech-
nology is evolving extremely rapidly without any real safeguards. 
Whether we are talking about commercial use or government use, 
there are real concerns about the risks that this technology poses 
to our civil rights and liberties and our right to privacy. 

The other conclusion from our last hearing was that these con-
cerns are indeed bipartisan. As we saw at our last hearing, among 
conservatives and liberals, Republicans and Democrats, there is 
wide agreement that we should be conducting oversight of this 
issue to develop commonsense, concrete proposals in this area. And 
I truly appreciate the Ranking Member’s commitment to working 
together on this issue again in a bipartisan way. 
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Today, we will focus on the use of facial recognition technology 
by our government. Our committee has broad jurisdiction over all 
government agencies, so we are uniquely situated to review how 
different agencies are using this technology on the American peo-
ple. 

For example, today we will hear from the Federal Bureau of In-
vestigation. In April, the Government Accountability Office sent a 
letter to the Department of Justice with open recommendations on 
the FBI’s use of facial recognition technology. As that letter stated, 
the FBI had not implemented these recommendations despite the 
fact that GAO initially made them three years ago. 

We will also hear from GAO, not only on the importance of these 
recommendations which focus on transparency and accuracy, but 
also on the dangers associated with failing to implement them. 

We will also hear from the Transportation Security Administra-
tion, which has launched pilot programs in U.S. airports that sub-
ject American citizens to a facial recognition system. 

Finally, we will hear from the National Institute of Standards 
and Technology, or NIST. NIST has been the standard bearer for 
biometric accuracy for the past 20 years. NIST will discuss the 
state of the technology, the rapid advancement of this technology, 
the accuracy challenges this technology still faces, and future plans 
for testing and monitoring progress. 

Hearing from all of these relevant actors and building this record 
of information is important as we begin to stress the use of facial 
recognition technology by both government and private actors and 
potentially develop legislative solutions. 

We will continue to hear from additional stakeholders through 
our subcommittees, each of which is tasked with a specialized 
focus, such as safeguarding civil rights and liberties, protecting 
consumers, examining our government’s acquisition of this tech-
nology, and reviewing national security concerns. 

I anxiously look forward to hearing from all of our witnesses 
today. 

And now, with that, I recognize the distinguished Ranking Mem-
ber of our committee, Mr. Jordan, for his opening statement. 

Mr. JORDAN. Mr. Chairman, thank you. I mean it; thank you for 
this hearing. We fight a lot on this committee, and I think we may 
have a little vigorous debate tomorrow morning, but today is a sub-
ject matter where we have a lot of agreement and a lot of common 
ground. So I genuinely appreciate the Chairman’s willingness to 
have a second hearing on this important subject. 

Two weeks ago, we learned some important things. Facial rec-
ognition technology, there are all kinds of mistakes made when it 
is implemented. Those mistakes disproportionately impact African 
Americans. There are First Amendment and Fourth Amendment 
concerns when it is used by the FBI and the Federal Government. 
There are due process concerns when it is used by the FBI and the 
Federal Government. 

We learned that over 20 states, 20 states, have given their Bu-
reau of Motor Vehicles the driver’s license data base. They have 
just given access to that to the FBI. No individual signed off on 
that when they renewed their driver’s license or got their driver’s 
license. They didn’t sign any waiver saying, oh, it is okay to turn 
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my information, my photo over to the FBI. No elected officials 
voted to allow that to happen, no state assemblies, no general as-
semblies, no bills, no Governor signing something, passing a bill 
saying it is okay for the FBI to have this information. 

And now we learn that when GAO did their investigation and 
study into how the FBI implemented this, there were all kinds of 
mistakes the FBI made in how it was implemented. I think five 
recommendations that the GAO said you are supposed to follow the 
FBI didn’t follow. And it has been three years for some of those 
that they still haven’t corrected and fixed those concerns that GAO 
raised with the implementation of facial recognition technology. 

And all this happens, all this happens in a country with 50 mil-
lion surveillance cameras. 

So this is an important subject. And again, I appreciate the 
Chairman’s willingness to have a second hearing and willingness 
to work together in a bipartisan fashion to figure out what we can 
do to safeguard American citizens’ First Amendment and Fourth 
Amendment and due process rights as we go forward. 

Chairman CUMMINGS. Thank you very much. 
I now want to welcome our witnesses. 
Ms. Kimberly J. Del Greco is the Deputy Assistant Director of 

Criminal Justice Information Services at the Federal Bureau of In-
vestigation. 

Dr. Gretta Goodwin is the Director of Homeland Security and 
Justice at the U.S. Government Accountability Office. 

Dr. Charles Romine is the Director of the Information Tech-
nology Laboratory at the National Institute of Standards and Tech-
nology. 

Mr. Austin Gould is the Assistant Administrator of Requirements 
and Capabilities Analysis at the Transportation Security Adminis-
tration. 

If you would please stand and raise your right hand, I will swear 
you all in. 

Do you swear or affirm that the testimony you are about to give 
is the truth, the whole truth, and nothing but the truth, so help 
you God? 

Let the record show that the witnesses answered in the affirma-
tive. 

Thank you very much. You may be seated. 
The microphones are very sensitive, so please speak directly into 

them. Make sure they are on when you speak, please. 
Without objection, your written statements will be made a part 

of the official record of this committee. 
With that, Director Del Greco, you are now recognized to give 

your statement for five minutes., 

STATEMENT OF KIMBERLY J. DEL GRECO, DEPUTY ASSISTANT 
DIRECTOR, CRIMINAL JUSTICE INFORMATION SERVICES, 
FEDERAL BUREAU OF INVESTIGATION 

Ms. DEL GRECO. Thank you, Chairman Cummings and Ranking 
Member Jordan, and the members of the committee. My name is 
Kimberly Del Greco. I am the Deputy Assistant Director leading 
the Information Services Branch with the FBI’s Criminal Justice 
Information Services Division. Thank you for the opportunity to ap-
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pear before the committee. I am testifying today regarding the 
FBI’s use of facial recognition for law enforcement purposes. 

It is crucial that authorized members of law enforcement and na-
tional security communities have access to today’s biometric tech-
nologies to investigate, identify, apprehend, and prosecute terror-
ists and criminals. The FBI’s Next-Generation Identification, or 
NGI system, which includes facial recognition, aids in our ability 
to solve crimes across the country. Facial recognition is an inves-
tigative tool that can greatly enhance law enforcement capabilities 
and protect public safety. 

At the FBI, trust is crucial. Protecting the privacy and civil lib-
erties of the American people is part of our culture. This is why, 
when the FBI developed its facial recognition technologies, it also 
pioneered a set of best practices to effectively deploy these tech-
nologies for public safety in keeping with the law and without 
interfering with our fundamental rights. 

The FBI has two separate programs using facial recognition tech-
nology. They are the FBI’s Interstate Photo System, or IPS, and 
the FBI’s Facial Analysis Comparison and Evaluation, or FACE 
Services Unit. 

Specifically, the NGI-IPS allows authorized law enforcement 
agencies the ability to use investigative tools of facial recognition 
by searching criminal mug shots. Law enforcement has performed 
photo line-ups for decades. While this practice is not new, the effi-
ciency of such searches has significantly improved using automated 
facial recognition. 

The FBI’s policies and procedures emphasize that photo can-
didates returned are not to be considered positive identification, 
that the searches of photos will only result in a ranked listing of 
candidates. The FBI requires users of the NGI-IPS to follow the 
NGI Implementation Guide and the Facial Identification Scientific 
Working Group Standards for performing facial recognition com-
parisons. The policy places legal, training, and security require-
ments on law enforcement users of the NGI-IPS, including a prohi-
bition against submitting probe photos that were obtained without 
respect to the First and/or Fourth Amendments. 

Photos in the NGI-IPS repository are solely criminal mug shots 
acquired by law enforcement partners with criminal fingerprints 
associated with an arrest. The FBI FACE Services Unit provides 
investigative lead support to FBI offices, operational divisions, and 
legal attaches by using trained FACE examiners to compare FACE 
images of persons associated with open assessments or active in-
vestigations against facial images available in state and Federal fa-
cial recognition systems through established agreements with state 
and Federal authorities. 

The FACE Services Unit only searches probe photos that have 
been collected pursuant to the Attorney General guidelines as part 
of an authorized FBI investigation, and they are not retained. This 
service does not provide positive identification but rather an inves-
tigative lead. 

Since the GAO review and the last oversight hearing in 2017, the 
FBI has taken significant steps to advance the FBI’s facial recogni-
tion technology. At the end of 2017, the FBI validated the accuracy 
rate at all list sizes. In early 2018, the FBI required law enforce-
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ment users to have completed facial recognition training consistent 
with the FACE standards prior to conducting facial recognition 
searches in the NGI-IPS. Additionally, the FBI collaborated with 
NIST to perform the facial recognition vendor test and determined 
a most viable option to upgrade its current NGI-IPS algorithm. The 
algorithm chosen boasted an accuracy rate of 99.12 percent. 
Leveraging the NIST results, the FBI is implementing the up-
graded facial recognition algorithm. 

I would like to thank the men and women of the FBI for their 
unwavering commitment. I am proud to be working alongside so 
many mission-focused staff, protecting the country against horrific 
crimes. 

I also want to thank the members of this committee for their en-
gagement on this issue on behalf of the American people and our 
law enforcement partners. 

Thank you. 
Chairman CUMMINGS. Thank you very much. 
Dr. Goodwin? 

STATEMENT OF GRETTA L. GOODWIN, DIRECTOR, HOMELAND 
SECURITY AND JUSTICE, U.S. GOVERNMENT ACCOUNT-
ABILITY OFFICE 

Ms. GOODWIN. Chairman Cummings, Ranking Member Jordan, 
and members of the committee, I am pleased to be here today to 
discuss GAO’s work on the FBI’s use of face recognition technology. 

Over the past few decades, this technology has advanced rather 
quickly, and it now has wide-ranging usage, from accessing a smart 
phone to social media, and to helping law enforcement in criminal 
investigations. 

However, questions exist regarding the accuracy of the tech-
nology, the transparency in its usage, and the protection of privacy 
and civil liberties when that technology is used to identify people 
based on certain characteristics. 

Today I will discuss the extent to which the FBI has assured ad-
herence to laws and policies related to privacy and transparency re-
garding its use of face recognition technology, as well as whether 
the FBI has ensured its face recognition capabilities are sufficiently 
accurate. 

I also will provide updates on the priority recommendations that 
GAO issued in April of this year regarding this technology. 

In our May 2016 report, we noted that two legally required docu-
ments—the Privacy Impact Assessment, otherwise known as the 
PIA, and the Systems of Records Notice, otherwise known as the 
SORN—were not being published in a timely manner. These docu-
ments are vitally important for privacy and transparency, because 
the PIA analyzes how personal information is collected, stored, 
shared, and managed, while the SORN informs the public about 
the very existence of the systems and the types of data being col-
lected, among other things. 

DOJ has taken actions to expedite the development process of 
the PIAs, but it has yet to update the process for issuing the 
SORNs. 

We also reported on accuracy concerns about FBI’s face recogni-
tion capabilities. Specifically, we found that the FBI conducted lim-
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ited assessments of the accuracy of the face recognition searches 
before they accepted and deployed the technology. For example, the 
face recognition system generates a list of the requested number of 
photos. The FBI only assessed accuracy when users requested a list 
of 50 possible matches. It did not test smaller list sizes, which 
might have yielded different results. 

Additionally, these tests did not specify how often incorrect 
matches were returned. Knowing all of this, the FBI still deployed 
the technology. 

The FBI often uses face recognition systems operated by 21 state 
and two Federal external partners to enhance its criminal inves-
tigations. We reported that the FBI had not assessed the accuracy 
of these external systems. As a result, they cannot know how accu-
rate these systems are, yet the FBI keeps using them. 

Moreover, we found that the FBI did not conduct regular reviews 
to determine whether the searches were meeting users’ needs. We 
made recommendations to address all of these accuracy concerns. 
DOJ has yet to implement these regs. 

As you are aware, in April of this year we issued our annual Pri-
ority Recommendations Report which provided an overall status of 
DOJ’s open recommendations and outlined those that GAO believes 
should be given high priority. This report included six rec-
ommendations related to face recognition. As of today, five of those 
six remain open. 

The use of face recognition technology raises potential concerns 
about both the effectiveness of the technology in aiding law enforce-
ment and the protection of privacy and individual civil liberties. 
This technology is not going away, and it is only going to grow. So 
it will be important that DOJ take steps to ensure the trans-
parency of the systems so that the public is kept informed about 
how personal information is being used and protected; that the im-
plementation of the technology protects individuals’ privacy; and 
that the technology and systems used are accurate and are being 
used appropriately. 

Chairman Cummings, Ranking Member Jordan, and members of 
the committee, this concludes my remarks. I am happy to answer 
any questions you have. 

Chairman CUMMINGS. Thank you very much. 
Dr. Romine? 

STATEMENT OF CHARLES H. ROMINE, DIRECTOR, INFORMA-
TION TECHNOLOGY LABORATORY, NATIONAL INSTITUTE OF 
STANDARDS AND TECHNOLOGY 

Mr. ROMINE. Chairman Cummings, Ranking Member Jordan, 
and members of the committee, I’m Chuck Romine, Director of the 
Information Technology Laboratory at the Department of Com-
merce’s National Institute of Standards and Technology, or NIST. 
Thank you for the opportunity to appear before you today to dis-
cuss NIST’s role in standards and testing for facial recognition 
technologies. 

In the area of biometrics, NIST has been working with the public 
and private sectors since the 1960’s. NIST’s work improves the ac-
curacy, quality, usability, interoperability, and consistency of iden-
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tity management systems and ensures that United States interests 
are represented in the international arena. 

NIST research has provided state-of-the-art technology bench-
marks and guidance to industry and to U.S. Government agencies 
that depend upon biometrics recognition. NIST leads national and 
international consensus standards activities in biometrics such as 
facial recognition technology, but also in cryptography, electronic 
credentialing, secure network protocols, software and systems reli-
ability, and security conformance testing, all essential to accelerate 
the development and deployment of information and communica-
tion systems that are interoperable, reliable, secure, and usable. 

NIST biometric evaluations advance the technology by identi-
fying and reporting gaps and limitations of current biometric rec-
ognition technologies. NIST evaluations advance measurement 
science by providing a scientific basis for what to measure and how 
to measure. NIST evaluations also facilitate development of con-
sensus-based standards by providing quantitative data for develop-
ment of scientifically sound, fit-for-purpose standards. 

NIST conducted the Face Recognition Grand Challenge and mul-
tiple biometric grand challenge programs to challenge the facial 
recognition community to break new ground, solving research prob-
lems on the biometric frontier. Since 2000, NIST’s Face Recognition 
Vendor Testing Program, or FRVT, has assessed capabilities of fa-
cial recognition algorithms for one-to-many identification and one- 
to-one verification. NIST expanded its facial recognition evalua-
tions in 2017. NIST broadened the scope of its work in this area 
to understand the upper limits of human capabilities to recognize 
faces and how these capabilities fit into facial recognition applica-
tions. 

Historically and currently, NIST biometrics research has assisted 
the Federal Bureau of Investigation, the FBI, and Department of 
Homeland Security, or DHS. NIST’s research was used by DHS in 
its transition to ten prints for the former US-VISIT program. NIST 
is currently working with FBI and DHS to analyze face recognition 
capabilities, including performance impacts due to image quality 
and demographics, and provide recommendations regarding match 
algorithms, optimal thresholds, and match gallery creation. 

NIST’s Face Recognition Vendor Testing Program was estab-
lished in 2000 to provide independent evaluations of both prototype 
and commercially available facial recognition algorithms. Signifi-
cant progress has been made in algorithm improvements since the 
program was created. 

NIST is researching how to measure the accuracy of forensic ex-
aminers matching identity across different photographs. The study 
measures face identification accuracy for an international group of 
professional forensic face examiners working under circumstances 
approximating real-world case work. The findings, published in the 
Proceedings of the National Academy of Sciences, showed that ex-
aminers and other human face specialists, including forensically 
trained facial reviewers and untrained super-recognizers, were 
more accurate than the control groups on a challenging test of face 
identification. It also presented data comparing state-of-the-art fa-
cial recognition algorithms with the best human face identifiers. 
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Optimal face identification was achieved only when humans and 
machines collaborated. 

As with all areas, for face recognition, rigorous testing and stand-
ards development can increase productivity and efficiency in gov-
ernment and industry, expand innovation and competition, broaden 
opportunities for international trade, conserve resources, provide 
consumer benefit and choice, improve the environment, and pro-
mote health and safety. 

Thank you for the opportunity to testify on NIST activities in fa-
cial recognition, and I would be happy to answer any questions you 
may have. 

Chairman CUMMINGS. Thank you very much. 
Mr. Gould? 

STATEMENT OF AUSTIN GOULD, ASSISTANT ADMINISTRATOR, 
REQUIREMENTS AND CAPABILITIES ANALYSIS, TRANSPOR-
TATION SECURITY ADMINISTRATION 

Mr. GOULD. Good morning, Chairman Cummings, Ranking Mem-
ber Jordan, and distinguished members of the committee. Thank 
you for inviting me before you to discuss the future of biometric 
identity management at the Transportation Security Administra-
tion. 

I am Austin Gould, the Assistant Administrator for Require-
ments and Capability Analysis at TSA. I would like to thank the 
committee for working with TSA as we continue to improve the se-
curity of transportation systems, and particularly for your support 
of our officers at airports nationwide. 

TSA’s establishment in 2001 charged the agency with providing 
transportation system security. A key component to performing this 
mission is positively identifying passengers who are boarding air-
craft and directing them to the appropriate level of physical screen-
ing. This primarily occurs when passengers enter a checkpoint and 
present themselves to a security officer. Since its inception, TSA 
has strived to carry out that role as effectively and efficiently as 
possible using available technology. 

Recognizing the need to positively identify passengers in an era 
where fraudulent means of identification are becoming more so-
phisticated and prevalent, TSA has consistently sought new proc-
esses and technologies to improve performance while protecting 
passengers’ privacy. To that end, TSA’s 2018 Biometrics Roadmap 
identifies the steps that the agency is taking to test and potentially 
expand biometric identification capability at TSA checkpoints, 
which we believe can both enhance security and improve passenger 
experience. 

The Roadmap has four major goals: partner with Customs and 
Border Protection on biometrics for international travelers; 
operationalize biometrics for TSA pre-check passengers; potentially 
expand biometrics for additional domestic travelers; and develop 
the infrastructure to support these biometric efforts. 

Consistent with the Biometrics Roadmap, TSA has conducted pi-
lots that use facial biometrics to verify identity at certain airports. 
These pilots are of limited scope and duration and are being used 
to evaluate the applicability of biometric technology for TSA oper-
ations. The pilots to date have been executed in conjunction with 
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Customs and Border Protection. Each pilot has been supported by 
a privacy impact assessment, and passengers always have the op-
portunity to not participate. In these cases, standard manual iden-
tification process is used. 

I have observed the pilot currently underway in Terminal F in 
Atlanta for international passengers. Of note, virtually every pas-
senger chose to use the biometric identification process. The facial 
capture camera used for this pilot was in active mode, meaning 
that it only captured a facial image after the passenger was in po-
sition and the officer activated it. The match rate is extremely 
high, and passengers moved rapidly through the checkpoint. 

In that regard, biometrics represents a unique opportunity for 
TSA. This capability can increase security effectiveness for the en-
tire system by using biometric identification while also increasing 
throughput at the checkpoint and enhancing the passengers’ expe-
rience. The ability to increase throughput while providing more ef-
fective passenger identification will be extremely beneficial as we 
continue to see increasing passenger volumes, which are growing at 
a rate of approximately four percent annually. In fact, we experi-
enced our busiest travel day ever on 24 May, the Friday of Memo-
rial Day weekend, when we screened approximately 2.8 million 
passengers and crew. 

TSA is committed to addressing accuracy, privacy, and cyberse-
curity concerns associated with biometrics capture and matching. 
In that regard and pursuant to Section 1919 of the TSA Moderniza-
tion Act, DHS will submit a report that includes assessments by 
TSA and CDP that were developed with the support of the DHS 
Science and Technology Directorate. This report will address accu-
racy, error rates, and privacy issues associated with biometric iden-
tification. 

Looking ahead, TSA plans to continue to build upon the success 
of past pilots by conducting additional ones at select locations and 
limited durations to refine requirements for biometric implementa-
tion at TSA checkpoints. These pilots will be supported by privacy 
impact assessments, clearly identified by airport signage, and pas-
sengers will always have the opportunity to choose not to partici-
pate. 

To close, TSA is in the process of a systematic assessment of the 
applicability of biometric identification at our checkpoints. This 
identification process will enhance aviation security while also in-
creasing passenger throughput and making air travel a more enjoy-
able experience. TSA’s system will be used for passenger identifica-
tion and to determine the appropriate level of screening only. It 
will not be used for law enforcement purposes. And as always, pas-
sengers will have the opportunity to not participate. 

Thank you for the opportunity to address this important issue 
before the committee, and I look forward to answering your ques-
tions. 

Chairman CUMMINGS. I now recognize myself. 
Ms. Del Greco, in 2017 the Government Accountability Office tes-

tified before our committee that the FBI had signed contracts with 
at least 16 states to be able to request searches of their photo data 
bases. The GAO stated that most of these systems accessed driver’s 
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license photos, but several states also include mug shots or correc-
tion photos. 

Ms. Del Greco, can you explain how the FBI decides to search a 
state data base versus when it searches its own system, and how 
this policy is determined? 

Ms. DEL GRECO. I would be happy to explain that. At the FBI 
we have a service called FACE Services Unit. They process back-
ground checks and process facial recognition searches of the state 
DMV photos. They do this in accordance with the Attorney General 
guidelines. An FBI field office has to have an open assessment or 
an active investigation. They submit the probe photo to the FBI 
FACE Services Unit. We launch the search to the state. The state 
runs the search for the FBI and provides a candidate list back. 

With regard to the NGI-IPS, the Interstate Photo System, the 
FACE Services Unit will utilize that repository, as well as the 
DMV photos. However, state and local and Federal law enforce-
ment agencies only have access to the NGI Interstate Photo Sys-
tem. These are the FBI mug shots that are associated with a ten 
print criminal card associated with a criminal arrest record. 

Chairman CUMMINGS. Well, do individuals who consent to having 
their faces in the non-criminal data bases also consent to having 
their faces searched by the FBI for criminal investigations? For ex-
ample, when applying for a driver’s license, does someone consent 
at the DMV to being in a data base searchable by the FBI? 

Ms. DEL GRECO. The FBI worked diligently with the state rep-
resentatives in each of the states that we have MOUs. We did so 
under the state’s authority to allow photos to be used for criminal 
investigations. We also abided by the Federal Driver’s License Pri-
vacy Protection Act, and we consider that a very important process 
for us to access those photos to assist the state and local law en-
forcement and our Federal agencies. 

Chairman CUMMINGS. Well, you just said state authority allows 
you to do this. One question that our Ranking Member has been 
asking over and over again is do you know whether in these states, 
do any elected officials have anything to do with these decisions? 
In other words, where is that authority coming from? We are trying 
to figure out, with something affecting so many citizens, whether 
elected officials have anything to do with it. Do you know? 

Ms. DEL GRECO. I do. Only in one state, the state of Illinois, did 
an elected official sign the MOU. In the other states, they were 
done with the state representatives. This is state law that is estab-
lished at the state level prior to facial recognition and our program 
getting started. We are just leveraging that state law. That state 
law is already in place. We did work with the Office of General 
Counsel at the FBI, and at the attorney level at the state level. 

Chairman CUMMINGS. Well, if it was prior to facial recognition 
coming into existence, I am just wondering, do you think that 
whatever laws you are referring to anticipated something like fa-
cial recognition? 

Ms. DEL GRECO. It is my understanding that the states estab-
lished those laws because of fraud and abuse of driver’s licenses, 
and we are just reviewing each of the state laws and working with 
the representatives in those states to ensure that we can leverage 
that for criminal investigation. 
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Chairman CUMMINGS. So when you say ‘‘leverage,’’ I guess you 
are saying that there were laws that were out there. These laws 
did not anticipate something like facial recognition, and now the 
FBI has decided that it would basically take advantage of those 
laws; is that right? Is that a fair statement? 

Ms. DEL GRECO. The Federal Driver’s License Privacy Protection 
Act, it allows the state to disclose personal information, including 
a photo or an image obtained in connection with a motor vehicle 
record, to law enforcement to carry out its official function. 

Chairman CUMMINGS. Okay, I just have a few more questions. 
We have seen significant concern among states about providing 
this level of access to the FBI. For example, during our May 22 
hearing, we learned that Vermont suspended the FBI’s use of its 
driver’s license data base in 2017; is that correct? 

Ms. DEL GRECO. I am not aware of that, sir. 
Chairman CUMMINGS. Well, it is accurate. 
Ms. Del Greco, how many states have provided this level of direct 

access to the FBI? 
Ms. Del GRECO. We do not have direct access. We submit a probe 

to the state. There’s 21 states—— 
Chairman CUMMINGS. Twenty-one states, okay. 
Ms. Del Greco. And what we did, sir, in the last two years, since 

the last oversight hearing, our Office of General Counsel reviewed 
every single MOU to ensure that it met the Federal and the state 
authorities. 

Chairman CUMMINGS. Does the FBI have plans to increase the 
number of states that provide the FBI with access to its data 
bases? 

Ms. DEL GRECO. That would be up to the states, sir. We have 
reached out to all the states, but it is up to them and their state 
authorities and state representatives if they want their data used. 
It is optional for them. 

Chairman CUMMINGS. When states agree to provide this level of 
access to the FBI data base, are they aware of the FBI policies 
when searching their systems and any changes that are made to 
these policies? 

Ms. DEL GRECO. It is made extremely clear to each of the states 
how the information will be used, the retention. We purge all 
photos coming back to us from the state. We ask that the state 
purge all of the probe photos that we send them. There is—— 

Chairman CUMMINGS. How do you make them aware? 
Ms. DEL GRECO. We have active discussions, and then it is in the 

MOU, sir. 
Chairman CUMMINGS. Is the FBI undergoing any current nego-

tiations to expand the information available for FBI face services, 
photo services? If so, can you please describe these negotiations? 

Ms. DEL GRECO. I am not aware of any current negotiations right 
now, sir. 

Chairman CUMMINGS. Now, finally, we also heard reports that 
the FBI can search photo data bases of other agencies, including 
the Department of state. Are there any limits to this access? 

Ms. DEL GRECO. The searches of the state Department’s photo is 
in accordance with an active FBI investigation and are only done 
under the Attorney General guidelines followed by the FBI. 
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Chairman CUMMINGS. And can the FBI perform a face recogni-
tion search for any American with a passport? 

Ms. DEL GRECO. For an open assessment or an active investiga-
tion, only by the FBI, sir. 

Chairman CUMMINGS. All right. I now recognize Mr. Gosar. 
Mr. GOSAR. I thank the Chairman, and thanks for bringing this 

important issue to the forefront. 
Now, I know we don’t have Border Patrol here and their use of 

facial recognition to meet the congressional mandate for biometrics, 
and I know that they have had some success. Also, I am from the 
state of Arizona, and our Department of Transportation uses this 
technology to combat fraudulent driver’s license applications. 

Mr. Gould and Ms. Del Greco, can you give us a little bit more 
information and details on some of the successes with partners that 
you have been working with? 

Ms. Del Greco? 
Ms. DEL GRECO. The successes that we have had, the majority 

are with state and local law enforcement. The FBI is not a positive 
identification. It provides investigative leads out to law enforce-
ment and to our FBI field offices. Some of those successes are as-
sisting with the capture of a terrorist in Boston, assisting with put-
ting the pieces together to identify where a pedophile is that was 
trying to avoid law enforcement for 20 years, and also assisting in 
identifying a person that was on the 10 Most Wanted list for homi-
cide. 

Mr. GOSAR. Mr. Gould? 
Mr. GOULD. Sir, our greatest success in terms of partnering has 

been with Customs and Border Protection. We leverage their travel 
and verification system for biometrics identification at our check-
points. As I said in my opening statement, we are doing this solely 
on a pilot basis, but so far the results have indicated a very high 
positive match rate, and it has increased through our checkpoints. 

Mr. GOSAR. Mr. Romine, at our last hearing we heard some dis-
turbing facts about accuracy of facial recognition. Can you give us 
some idea about, from what you see, are we going to be able to be 
much more accurate in that application? 

Mr. ROMINE. Yes, sir. The most recent testing that we have con-
ducted demonstrates significant improvement over previous tests. 
We conducted tests in 2010 and 2014 and demonstrated certain 
limitations associated with facial recognition accuracy. The most 
recent test results will be published this month for the FRVT one- 
to-many evaluation that is being readied, but the results so far sug-
gest substantial increases in accuracy across the board. 

Mr. GOSAR. So what sort of accuracy rates are you finding in the 
different algorithms’ ability to match an image against a larger gal-
lery of images? 

Mr. ROMINE. The accuracy rates that we are seeing, we have 
many different participants who have submitted algorithms, ap-
proximately 70 participants in our testing. The best algorithms are 
performing at a rate of approximately 99.7 in terms of accuracy. 
There is still a wide variety or a wide variance across the number 
of algorithms, so this is certainly not commoditized yet. Some of 
the participants fared significantly poorer than that. But the best 
algorithms are in the 99 to 99.7 category. 
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Mr. GOSAR. So are there algorithms that you tested that you 
would recommend for law enforcement? 

Mr. ROMINE. We don’t make recommendations about specific al-
gorithms. We provide the data necessary for making informed deci-
sions about how an algorithm will perform in the field. So for law 
enforcement, for example, accuracy rates are one important aspect 
that needs to be considered, but there are other aspects that have 
to be taken into consideration for procurement or acquisition of 
such technology. 

Mr. GOSAR. So going back to the development of algorithms, real-
ly the bias can be built into those that are manufacturing or build-
ing the algorithm; isn’t that true? 

Mr. ROMINE. It is true that the algorithms, depending on the way 
that they have been developed, can have biases associated with 
them. In many cases the improvement that we see in the perform-
ance of these algorithms, the dramatic improvement, comes from a 
transition that the vendor community and participant community 
have made to deep-learning algorithms, these machine-learning al-
gorithms that are what has made the difference. 

Now, let me be clear. We test these or we evaluate these as black 
boxes. So my assertion there is from discussions that we have had 
with vendors and not from examination of the algorithms them-
selves. And the training of those algorithms determines the level 
of bias that may exist within the algorithms themselves. 

Mr. GOSAR. I thank the Chairman. 
Chairman CUMMINGS. Thank you very much. 
Mr. Lynch? 
Mr. LYNCH. Thank you, Mr. Chairman. I want to thank you for 

holding a second hearing on facial recognition. I thank the Ranking 
Member as well. It is good to have bipartisan interest on this issue. 

Ms. Del Greco, I certainly understand the dynamic at play when 
there is an active FBI investigation ongoing and you are reviewing 
mug shots of known criminals. 

But, Mr. Gould, according to the Biometrics Roadmap released by 
TSA in September 2018, TSA seeks to expand the use of facial rec-
ognition technology to, quote, ‘‘the general flying public’’ in specific 
locations, but the general flying public. And TSA envisions the use 
of technology upon domestic flights as well as international, which 
would capture the faces of mostly American citizens. 

I am just curious, going back to the Chairman’s original question, 
what is the legal basis? I am not talking about a situation with the 
FBI where you might have—you hopefully would have probable 
cause. Where does the TSA find its justification, its legal justifica-
tion for capturing the facial identity of the flying public? 

Mr. GOULD. Yes, sir. In accordance with the Aviation Transpor-
tation Security Act of 2001, TSA is charged with positively identi-
fying passengers who are boarding aircraft. 

Mr. LYNCH. Right. Let me just stop you right there. So, we all 
fly, at least a couple of times a week. 

Mr. GOULD. Yes, sir. 
Mr. LYNCH. So now you have to have a certified license. You 

can’t go with the old version that your state had. Now we have 
much more accurate licenses. We surrender that. Oftentimes in the 
airport in the boarding process, you have to show it a couple of 
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times. You have a ticketing issue there. So, you are doing that 
right now. 

Mr. GOULD. Yes, sir. 
Mr. LYNCH. You have been doing that for a long, long time. 
Mr. GOULD. Manually. Yes, sir. 
Mr. LYNCH. Right, right. So now you are saying that you are 

going to do these pilot programs and you are just going to herd peo-
ple—now, you are saying voluntarily, but I could imagine, like you 
have done with pre-check, you can either agree to surrender your 
right to anonymity and wait in the long line, or you can give up 
your Fourth Amendment rights and go in the quick line. Is that the 
dynamic that is going on here? 

Mr. GOULD. Sir, with respect to expanding to the general trav-
eling public, we anticipate using—we have not tested this yet—a 
one-to-one matching capability at the checkpoint. You produce your 
credential, you stick it in a machine, and the machine identifies 
whether or not your image, which is captured by the camera, 
matches the image that is embedded in the credential, and it re-
turns a match result. That will then allow you to proceed through 
the checkpoint. Should you decide not to participate in that pro-
gram, we will always have the option to do that process manually. 

Mr. LYNCH. Right. But to match, you have to have that data on 
board in the technology to begin with, to match something with; 
right? 

Mr. GOULD. Sir, that data is embedded in your credential. So the 
photograph is on your driver’s license, for example. There is a dig-
ital recording of that image in the credential, and when your pic-
ture is captured by the camera, it is matched to the photograph on 
the credential. It does not depart the checkpoint for any data base 
search or anything like that. 

Mr. LYNCH. Okay. 
Mr. GOULD. That is the one-to-one identification that we intend 

to use for the broader traveling public. 
Mr. LYNCH. And that is it? You don’t anticipate using a data base 

or collecting a data base of information within TSA with which to 
identify passengers? 

Mr. GOULD. Sir, for international travelers who have a passport 
photo on record, and for TSA pre-check passengers who also pro-
vide a passport photo, we will match them to a gallery. But for the 
general traveling public that does not participate in those programs 
and merely has a credential, that match—— 

Mr. LYNCH. What is the size of the gallery? What do you antici-
pate? If anybody engages in international travel, are they going to 
be in that, or are they foreign nationals who travel to the U.S.? 

Mr. GOULD. Sir, the gallery that we use right now with TVS in-
cludes anyone who is traveling internationally and who has a photo 
on record. 

Mr. LYNCH. Well, here is the problem. We had a problem with 
OPM where we had 20 million individuals, their personal informa-
tion, Social Security numbers, everything that they submitted on 
Federal documents to OPM was stolen by, we think, the Chinese. 
I am just curious and concerned that we don’t have a great track 
record here in protecting people’s personal information. 
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Mr. GOULD. Yes, sir. And the cybersecurity rules associated with 
this program is something that we take very, very seriously. 

Mr. LYNCH. I hope so. 
My time has expired. I yield back. 
Chairman CUMMINGS. Thank you very much. 
Mr. Higgins? 
Mr. HIGGINS. Thank you, Mr. Chairman. 
Ladies and gentlemen, thank you for appearing before the com-

mittee today. 
Mr. Chairman, I ask unanimous consent to enter into the record 

a document from the security industry association. It is the Asso-
ciation for Cybersecurity Providers, just a general knowledge docu-
ment. I ask unanimous consent. 

Chairman CUMMINGS. Without objection, so ordered. 
Mr. HIGGINS. During this emerging technology era of digital tech-

nologies, I think it is important that we refer to technologies that 
we have had existing for quite some time. In 2005, as a police offi-
cer, we had in the city that I patrolled, we had access to a camera, 
a series of cameras that were disguised as transformers on electric 
poles. When we had large numbers of complaints on crimes in por-
tions of the city, and the citizenry themselves would want these 
crimes solved and investigated, we would have the linemen for the 
electric company install this camera, and we solved many crimes, 
and crimes would go down. This was 15 years ago. 

We have license plate readers right now. Madam, gentlemen, I 
am sure you are quite familiar with license plate readers. We use 
them from sea to shining sea. If your vehicle is on a public road, 
it is subject to a license plate reader. In fact, these cameras are not 
available to just law enforcement but any citizen who chooses to in-
vest the treasure—they are quite expensive—can read the license 
plate, and it is cross-referenced to the DMV. They now know ex-
actly what vehicle passed in front of that camera. These cameras 
have been used to successfully investigate and solve crimes, some 
of them heinous crimes, crimes numbering in the scores of thou-
sands across the country. 

I have in my home 11 smart cameras. These cameras are con-
nected to software, high-resolution digital cameras. The software 
interprets the imagery to determine if it is a familiar person or not. 
If it is a familiar person that the cameras have learned is a con-
stant visitor to my home—myself, my wife, my son, et cetera—then 
there is no alert sent to the security company. If it is not a familiar 
person, then a human being receives a prompt and looks at that 
camera feed to my home. 

These are technologies that exist that we all have. Everyone here 
wants to protect Fourth Amendment rights and privacy rights of 
American citizens. None of us want our constitutional protections 
violated. But the fact is this emerging technology of facial recogni-
tion is coming, and it is reflecting just the advancement of our dig-
ital technologies that we have already employed across the country 
and deployed in public areas, including airports. 

Ms. Del Greco, like any technology, there is a chance for abuse. 
Would you concur? 

Ms. DEL GRECO. We feel at the FBI that following policies and 
procedures is extremely important. 
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Mr. HIGGINS. Thank you. And these are human beings following 
policies and procedures; correct? 

Ms. DEL GRECO. We require all authorized state and local law 
enforcement entities to adhere to the required training and—— 

Mr. HIGGINS. Thank you, ma’am. So the technologies that we are 
viewing, these cameras don’t make arrests, do they? They just add 
to the data of a case file or to the strength of an investigation, and 
a human being, an investigator must follow up on that and deter-
mine if you have probable cause for arrest. Is that correct? 

Ms. DEL GRECO. Our system doesn’t capture real time. A probe 
photo has to be submitted to the NGI-IPS by law enforcement, and 
they have to have authority to access our system for a law enforce-
ment purpose. 

Mr. HIGGINS. Well, the concern of this committee, as it should be, 
is the potential abuse of this technology. And I believe the point 
that we should clarify in my remaining 10 seconds here is that 
human beings are ultimately in control of the investigative effort, 
and that the technology that is viewed is part of a much larger to-
tality of circumstances in any criminal investigation. Would you 
concur with that, ma’am? 

Ms. DEL GRECO. For the FBI, we are very strict on the use of 
our system and the authorities that are provided to those law en-
forcement entities. 

Mr. HIGGINS. Thank you, Madam. 
Mr. Chairman, my time has expired. 
Chairman CUMMINGS. What do you mean by ‘‘strict’’? What does 

that mean? 
Ms. DEL GRECO. Since the last hearing in 2017, the FBI—we 

take this very seriously, sir. We went out to our advisory policy 
board made up of over 100 state, local, Federal, and tribal entities. 
We talked to them about the GAO findings. We talked to them 
about collecting photos against the First and Fourth Amendments. 
We require state and local and Federal and tribal entities to have 
training to submit a photo to the NGI-IPS. We restrict the access 
unless they are authorized to have it. 

We also put out the NGI Policy and Implementation Guide, and 
we told the states they must follow the standards that were identi-
fied in the Facial Identification Scientific Working Group Stand-
ards. 

Chairman CUMMINGS. Mr. Clay? 
Mr. CLAY. Thank you, Mr. Chairman. I want to thank you and 

the Ranking Member for conducting this hearing, and the wit-
nesses for being here. 

Let me start with what the GAO recommended in May 2016, 
that the FBI make changes to ensure transparency of its use of fa-
cial recognition technology. In April 2019, GAO released a letter to 
the Department of Justice highlighting these recommendations, 
recommending, and I quote, ‘‘DOJ determine, number 1, privacy 
impact assessments; and 2, a system of records notice where not 
published as required, and implement corrective actions,’’ end of 
quote. 

DOJ did not agree with either of these recommendations, and the 
FBI still has not fully implemented the two open recommendations 
offered by GAO. 
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Dr. Goodwin, can you explain the importance of transparency 
when it comes to the FBI’s use of facial recognition technology? 

Ms. GOODWIN. Yes. Thank you, sir. So, as you mentioned, we 
made six recommendations. Three of them related to privacy, three 
of them related to accuracy. Only one of those has been closed and 
implemented. The ones we made related to privacy and accuracy fo-
cused on the privacy impact assessment, and that is a requirement 
under the E-Gov Act of 2002, that PIAs be conducted to help deter-
mine the privacy implications and evaluate the protections. So the 
DOJ has disagreed with that. We know that they are concerned 
about privacy and transparency, but they disagree with our rec-
ommendation. 

These are legally required documents that they have to submit. 
So they have to submit the PIA, and they have to submit the 
SORN. The SORN is required under the Privacy Act, and that pro-
vides information—anytime there is a change to the system or a 
change to the technology, they have to make that information pub-
licly available so that the public knows what is going on. 

So we stand behind those recommendations because those speak 
to transparency and those speak to privacy. 

Mr. CLAY. And to this day, those documents have not been made 
public. 

Ms. GOODWIN. That is correct. 
Mr. CLAY. So, Ms. Del Greco, can you explain why the FBI dis-

agrees with these transparency-focused recommendations? 
Ms. DEL GRECO. I believe DOJ disagrees with GAO’s assessment 

of the legal requirements. The FBI did publish both the PIA and 
the SORN. Initial developments of the face recognition, we had pri-
vacy attorneys embedded in our process to develop the protocols 
and procedures, and we have submitted updates, continuing up-
dates to the PIA and the SORN, and we have provided updates to 
the GAO. 

Mr. CLAY. Okay. So what steps do you take to protect privacy 
when conducting face recognition searches? 

Ms. DEL GRECO. The FBI monitors the appropriate audits with 
audits of the state, local, Federal, and tribal entities. We look at 
four system requirements. We provide outreach to our users, and 
to date we have not had any violations or notice from the public 
that they feel like their rights are violated. 

Mr. CLAY. And to what extent do you share the steps you take 
with the public? 

Ms. DEL GRECO. So those—with regard to the PIA and the 
SORN, those are on behalf of the Department of Justice, and I 
would have to take that question back to them, sir. 

Mr. CLAY. I see. Would you get back to us with a response? 
Ms. DEL GRECO. Yes, sir. 
Mr. CLAY. You know, I am concerned that the FBI is not fully 

complying with this notice obligation when it comes to the use of 
facial recognition. Ms. Del Greco, when the FBI arrests an indi-
vidual based on a lead generated by face recognition, does it notify 
a defendant of that fact? 

Ms. DEL GRECO. So those are through FBI open assessments or 
active investigations, and they are done so conforming to and fol-
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lowing the Attorney General guidelines, and that would be for an 
active FBI investigation. 

Mr. CLAY. So how many times has the FBI provided notice to 
criminal defendants that face recognition was used in their case? 

Ms. DEL GRECO. As part of a criminal investigation, I don’t be-
lieve that is part of the process. 

Mr. CLAY. Oh. What about when it gets to trial? When it gets 
through discovery they get that? 

Ms. DEL GRECO. So, the FBI FACE Services Unit, and that is the 
department that I represent, the CJIS Division in Clarksburg, 
West Virginia, we provide a candidate back to the FBI field office, 
two or more candidates, and they make the determination whether 
that is a match or not, or their person of interest that they are 
looking for. 

Mr. CLAY. So does the FBI provide other candidate matches to 
the defendant as part of Brady evidence or discovery? 

Ms. DEL GRECO. I am not aware of any other information other 
than a candidate back from a search of the facial—the NGI Inter-
state Photo System. 

Mr. CLAY. Okay. What steps are the FBI taking to ensure that 
its use of the technology is as transparent as possible by showing 
proper notification? 

Ms. DEL GRECO. The FBI provides policy and procedures out to 
state and local entities that they must follow. They have to follow 
the standards that we establish, and they have to make sure that 
they do so in accordance with authorized law enforcement pur-
poses. 

Mr. CLAY. So how does the public know whether their face image 
might be subject to searches you conduct? 

Ms. DEL GRECO. The law enforcement entity would have to have 
the authority to do so for criminal justice purposes in order to ac-
cess the NGI Interstate Photo System. 

Mr. CLAY. I see. All right. 
My time has expired. I yield back, Mr. Chairman. 
Chairman CUMMINGS. Mr. Jordan? 
Mr. JORDAN. Thank you, Mr. Chairman. 
Dr. Goodwin, did the FBI meet all the requirements of the E- 

Government law? 
Ms. GOODWIN. So, as I mentioned earlier, the PIA is the E-Gov-

ernment—— 
Mr. JORDAN. Did they meet all the requirements? I was kind of 

looking for a yes or no. Did they meet all the requirements when 
they implemented—— 

Ms. GOODWIN. No. We still have open recommendations related 
to the—— 

Mr. JORDAN. No, I understand. 
Dr. Goodwin, did the FBI publish privacy impact assessments in 

a timely fashion as it was supposed to when it implemented FRT 
in 2011? 

Ms. GOODWIN. No. 
Mr. JORDAN. Did the FBI file proper notice, specifically the sys-

tem of record notice, in a timely fashion when it implemented facial 
recognition technology? 

Ms. GOODWIN. No. 
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Mr. JORDAN. Did the FBI conduct proper testing of the Next-Gen-
eration Interstate Photo System when it implemented FRT? 

Ms. GOODWIN. Proper in terms of determining its accuracy for its 
use? 

Mr. JORDAN. Yes. 
Ms. GOODWIN. No. 
Mr. JORDAN. Did the FBI test the accuracy of the state systems 

that it interfaced with? 
Ms. GOODWIN. No. 
Mr. JORDAN. So, it didn’t follow the law, the E-Government law, 

it didn’t file proper privacy impact assessment notices like it was 
supposed to, didn’t provide timely notice, didn’t provide proper test-
ing of the system it had, and didn’t check the accuracy of the state 
system that it was going to interface with; right? Those five things 
they didn’t do. 

Ms. GOODWIN. That is correct. 
Mr. JORDAN. But Ms. Del Greco said we have strict standards, 

you can count on us. We’ve got Memorandums of Understanding 
with the respective states to safeguard people. That is what she 
told us. But when they started this system, stood up this system, 
there were five key things they were supposed to follow that they 
didn’t, and my understanding is they still haven’t corrected all 
those; is that accurate? 

Ms. GOODWIN. That is correct. 
Mr. JORDAN. So they still haven’t fixed the five things they were 

supposed to do when they first started. 
Ms. GOODWIN. We still have five open recommendations. 
Mr. JORDAN. But we are supposed to believe, don’t worry, every-

thing is just fine, and we haven’t even got to the fundamentals yet. 
We haven’t even got to the First Amendment concerns, the Fourth 
Amendment concerns. We are just talking about the process for im-
plementing standing up the system. 

Ms. Del Greco, you said earlier to the Chairman—I think you 
used the words ‘‘strict policies that we follow.’’ Now, how are we 
supposed to have confidence in strict policies that you are going to 
follow when you didn’t follow the rules when you set the thing up 
in the first place? 

Ms. DEL GRECO. Sir, the FBI published both the PIA and the 
SORN. The DOJ, Department of Justice, disagrees with GAO on 
how they interpret the legal assessment of the PIA and SORN. 

Mr. JORDAN. Do you just disagree with them in one area or all 
five? 

Ms. DEL GRECO. I believe in the three areas of the findings for 
GAO. 

Mr. JORDAN. You have five problems. 
Ms. DEL GRECO. The accuracy was tested of the system. We dis-

agree with GAO. And actually, since the last hearing in 2017, the 
FBI went back and we evaluated our current algorithm again at all 
list sizes, and the accuracy boasted above a 90 percentile than 
what we had reported initially in the hearing. We do care about the 
accuracy of the system and the testing. 

Mr. JORDAN. Earlier you said, when the Chairman was asking 
some questions, you said that there are folks who signed Memoran-
dums of Understanding between—someone at the FBI signed some 
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document, and someone in the 21 respective states to allow access 
to their data base signs these Memorandums of Understanding. 
Who are the people signing that document, signing away the rights 
of the citizens in their respective states? Who are those individ-
uals? 

Ms. DEL GRECO. Our Office of General Counsel works with the 
state representatives in the state that garners those authorities. 

Mr. JORDAN. But not state representatives in the sense that they 
are elected to the General Assembly in those respective states. 
Some person designated by somebody to sign away—I know in 
Ohio—I think I said this two weeks ago—we have 11 million people 
in our state. My guess is 8, 9, 10 million of them drive. So someone 
is signing away access to those 9 million people’s faces, their pic-
ture and everything else in that data base. Who is that individual? 

Ms. DEL GRECO. The state authorities are public documents that 
anyone could get access to. We work with the appropriate state offi-
cials. We review those documents very carefully. We talk about the 
use of the data, and we make sure they are in accordance with our 
Federal Driver’s License Privacy Protection Act as well. 

Mr. JORDAN. Okay. 
Mr. Chairman, again, I just come back to the basics. Five key 

things they were supposed to do when they started implementing 
the system, I think dating all the way back to 2011, if I read the 
material correctly, that they didn’t follow, and yet we are supposed 
to believe don’t worry, don’t worry, everything is just fine, all this 
happening in an environment, as we said earlier—we learned two 
weeks ago an environment where there are 50 million surveillance 
cameras around the country. 

Again, I appreciate the Chairman’s willingness to have a second 
hearing on this and his willingness to work with the minority party 
in trying to figure out where we go down the road. 

With that, I yield back. 
Chairman CUMMINGS. What is your disagreement, by the way, 

with GAO? You said there is a disagreement. What is it? 
Ms. DEL GRECO. With regard to privacy? 
Chairman CUMMINGS. Yes. 
Ms. DEL GRECO. DOJ, I understand, disagrees with the legal as-

sessment of the PIA, the SORN, and the reporting of such. But I 
would have to take that specifically back to DOJ to respond. 

Chairman CUMMINGS. Would you do that for us, please? 
Ms. DEL GRECO. I will, sir. 
Chairman CUMMINGS. Thank you very much. 
Ms. Maloney? 
Mrs. MALONEY. Thank you, Mr. Chairman, and thank you and 

the Ranking Member and all the panelists for being here on this 
important hearing. 

I have read that facial recognition technology is susceptible to er-
rors that can have grave ramifications for certain vulnerable popu-
lations. I have read that for some reason it is more difficult to rec-
ognize women and minorities. I would like a private meeting with 
members who are interested in this on why this was reported, if 
it was reported correctly. 

But what I want to do is follow up on the Ranking Member’s 
questions on really the scope and accountability of this program. 
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So, Ms. Del Greco, how many searches has the FBI run in the 
Next-Generation Identification Interstate Photo System to date? 
How many searches? Do you have that information? 

Ms. DEL GRECO. I have from Fiscal Year 2017 to April 2019. 
There were 152,500 searches. 

Mrs. MALONEY. Okay. And does the FBI track if the results of 
this system are useful in your investigations? 

Ms. DEL GRECO. We do ask our state, local, Federal, and tribal 
to provide feedback on the services that we provide. To date, we 
have not received any negative feedback. 

Mrs. MALONEY. But have they said that it has been successful? 
Can you get back to me in writing? It is one thing not getting any 
feedback. The other is, is there any proof that this system has been 
helpful to law enforcement in any way? Has it led to a conviction? 
And get it to me in writing. 

How many of the FBI’s searches have led to arrests and convic-
tions? Do you have that information? 

Ms. DEL GRECO. I do not. 
Mrs. MALONEY. You do not. How many of the FBI’s searches 

have led to the arrest of innocent people? 
Ms. DEL GRECO. For facial recognition, the law enforcement enti-

ty must have authorized access to our system, and they must do 
so for—— 

Mrs. MALONEY. But my question was has it led to the arrest of 
any innocent people? Yes or no? 

Ms. DEL GRECO. Not to my knowledge, ma’am. 
Mrs. MALONEY. Okay. And are you tracking the number of 

searches that have led to arrests? You don’t know anything about 
any innocent person being arrested? 

Ms. DEL GRECO. Our system is not built for identification. We 
provide two or more—— 

Mrs. MALONEY. Okay. Maybe we should change your system, 
then, because we need accountability on if this system is working 
or not, or if it is just abusing people. 

And the FBI data base contains over 600 million photos of indi-
viduals that are primarily of people who have never been convicted 
of a crime. And my question is why does the FBI need to gather 
photos of innocent people? 

Ms. DEL GRECO. We do not have innocent people or citizens in 
our data base. We have criminal mug shot photos associated with 
a criminal arrest. 

Mrs. MALONEY. Well, then my information that I read in the 
paper must be wrong. I am going to follow up with a letter for clar-
ification, because I was told you had 600 million in your data base 
of innocent people. 

To me it is extremely important that we know whether the use 
of this technology leads to any benefits for society, especially in de-
termining whether there is a crime that this is helping to solve, or 
are we just weighing in on constitutional rights of people and cre-
ating constitutional risk? We cannot know this unless there is a 
sufficient data base for law enforcement that uses this. 

So my question is what are the current reporting requirements 
regarding the FBI’s use of facial recognition technology? Is there 
any oversight reporting requirements on the use of this technology? 
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Ms. DEL GRECO. The FBI monitors appropriate uses of our tech-
nology through audits. We have a robust triennial audit where we 
have—— 

Mrs. MALONEY. Do you have a data base that tracks whether or 
not this is actually working, is it helping law enforcement arrest 
people, is it arresting innocent people, is it keeping information on 
innocent people? Do you have a data base that basically tells us 
what this program is doing and what the benefits or penalties are 
to our society? 

Ms. DEL GRECO. No, we do not. 
Mrs. MALONEY. Well, I think you should have one, and I am 

going to go to work on one right now. I am very concerned about 
it, and the American people deserve government accountability, 
and I actually agree with the questioning of the minority party 
leadership on this, that you don’t have answers on how it is work-
ing, how it was set up, what is coming out of it, whether it is hurt-
ing people, helping people. You don’t even have information on 
whether it is aiding law enforcement in their goal for hunting down 
terrorists. So we need more accountability, and I yield back. 

Chairman CUMMINGS. Thank you very much. 
Mr. Massie? 
Mr. JORDAN. Mr. Chairman—— 
Chairman CUMMINGS. I am sorry. Real quick, I recognize the 

Ranking Member for a unanimous consent request. 
Mr. JORDAN. Unanimous consent for a letter sent from the Con-

sumer Technology Association to Chairman Cummings about this 
issue. 

Chairman CUMMINGS. Without objection, so ordered. 
Chairman CUMMINGS. Mr. Massie? 
Mr. MASSIE. Thank you, Mr. Chairman. 
Dr. Romine, you reported on the accuracy of the algorithms that 

NIST tested. You said they are 99 to 99.7 percent accurate. First 
of all, that accuracy rating, I can imagine two ways the algorithm 
fails. One would be a false positive, and one would be failing to rec-
ognize an actual match. Which number are you reporting? 

Mr. ROMINE. So, for the—let me double check because I want to 
be sure I get this right. The accuracy at 99.7 I believe is false-nega-
tive rates, but I am going to have to double check and get back to 
you on that. 

Mr. MASSIE. Okay, that would be great. You can get back to me 
later. 

Did you test certain conditions like siblings, the accuracy for sib-
lings? 

Mr. ROMINE. We do have—perhaps the most relevant data that 
I can give you is we do know that there is an impact on twins in 
the data base or in the testing, whether they are identical twins 
or even fraternal twins—— 

Mr. MASSIE. Well, let me give you the data point I have. I have 
two sons. One is two-and-a-half years younger than the other. He 
can open his brother’s phone. They don’t look that much alike. 
They look like brothers. He furrows his eyebrows and changes the 
shape of his mouth to the way he thinks his brother looks, and he 
opens his phone every single time. So that accuracy is not 99 per-
cent. That is zero percent. 



23 

Now, that may be an older algorithm. I am sure they have im-
proved in a couple of years since this happened. 

I want to submit for the record an article in Forbes by Thomas 
Brewster called ‘‘We Broke Into a Bunch of Android Phones with 
a 3-D Printed Head.’’ 

Chairman CUMMINGS. Without objection, so ordered. 
Mr. MASSIE. Thank you, Mr. Chairman. 
So I think these aren’t as accurate—for certain special condi-

tions, like somebody wearing a mask or make-up or maybe a sib-
ling, the accuracy does not approach or may not approach 99 per-
cent with some of these algorithms. What do you think? 

Mr. ROMINE. The situations you are describing are situations 
where there is intent to deceive either through lack of—— 

Mr. MASSIE. Do you think there is intent to deceive in the world? 
Mr. ROMINE. I certainly do. 
Mr. MASSIE. Yes. That is what we are worried about at TSA is 

intent to deceive, not the honest actor. 
But let me go to something else here, and this question is for Ms. 

Del Greco. The Supreme Court case, Brady v. Maryland, held that 
due process rights require government to promptly disclose poten-
tial exculpatory evidence with the defense. So in the case where 
multiple photos are returned, or there may be nine possible 
matches, does the defense get access or knowledge that there were 
other possible matches? 

Let me give you an example. In a prior hearing, I had somebody 
testify to us that a sheriff’s office gave an example where a person, 
a person with 70 percent confidence was the person they ended up 
charging, even though the algorithm thought somebody else was at 
90 percent confidence. So they charged the person that the algo-
rithm said was 70 percent likely and passed over the one that was 
90 percent likely in this case. 

Can you guarantee us that the FBI would provide that type of 
information to the defense? 

Ms. DEL GRECO. First, the FBI doesn’t make a match. We pro-
vide an investigative lead to our law enforcement partners. But 
with all evidence obtained during an investigation—— 

Mr. MASSIE. Do you ever provide more than one lead? 
Ms. DEL GRECO. We provide more than one lead sometimes. Yes, 

sir. 
Mr. MASSIE. Okay. 
Ms. DEL GRECO. Two or more. It depends on the state. Some 

states want 20 candidates, some want two back. It depends on 
their state system. 

Mr. MASSIE. So does the defense get access to the knowledge that 
there were other leads, and do you assign a probability or a con-
fidence level with that facial recognition? 

Ms. DEL GRECO. I think the prosecution team must determine on 
a case-by-case basis. 

Mr. MASSIE. So you are not sure if they always get that. 
Ms. DEL GRECO. No, I am not. We don’t provide a true match, 

an identification back. It is up to the law enforcement entity to 
make that decision. 
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Mr. MASSIE. A quick question. How many photos does the face 
data base have access to, including the state driver’s license data 
bases? 

Ms. DEL GRECO. That changes daily. I don’t have that, sir. 
Mr. MASSIE. Is it in the millions, tens of millions? 
Ms. DEL GRECO. I don’t know, sir. I can provide that to you. 
Mr. MASSIE. Do you have access to Kentucky’s data base? 
Ms. DEL GRECO. I can check for you, sir. 
We do not. 
Yes, we do, sir. 
Mr. MASSIE. Okay. So you have access to all the photographs in 

the driver’s license data base in Kentucky. Which elected official 
agreed to that? 

Ms. DEL GRECO. I believe we worked with the state authorities 
in Kentucky to establish the MOU. 

Mr. MASSIE. But not an elected official. 
Ms. DEL GRECO. The state authority is public, and it is pre-deter-

mined and established prior to face recognition. 
Mr. MASSIE. So you say the laws that you are relying on were 

passed before facial recognition became—— 
Ms. DEL GRECO. They were. They were, sir. 
Mr. MASSIE. Okay. That is, I think, a problem. 
All right. I yield back, Mr. Chairman. 
Chairman CUMMINGS. Thank you very much. 
Mr. Rouda? 
Mr. ROUDA. Thank you, Mr. Chairman. 
Dr. Goodwin, in May 2016, the GAO made six recommendations 

to the FBI, three related to privacy, of which I believe one was im-
plemented, and three related to accuracy. Can you talk about brief-
ly the five that are not yet implemented? 

Ms. GOODWIN. Yes, sir. So, the three related to privacy focused 
on developing the PIA process so that it is more aligned with the 
requirements. The other one focuses on publishing the SORN in a 
timely manner. So basically developing the process for the PIA, de-
veloping a process for the SORN, and making certain that those 
are published in a timely fashion. 

And then the other three are accuracy related, and they are 
about testing or expanding the candidate list size because, as you 
know, the list size, we took issue with the fact that they didn’t test 
the smaller list size. So that is one of them. 

The other one is regularly assessing whether the NGI-IPS actu-
ally meets their needs, so that is an accuracy concern. 

And the other one focuses on the face data base, making certain 
that those are also meeting the needs. 

So those three questions related to accuracy I think kind of 
speak to this conversation here. The information that the FBI is 
using, that information needs to be accurate, especially if they are 
using it for their criminal investigations. It is really important that 
the information be accurate that they are using. 

Mr. ROUDA. And these recommendations were made three years 
ago. Is the lack of implementation—why has that been the case for 
three years? 

Ms. GOODWIN. That probably is a question better left to the FBI. 
Mr. ROUDA. I will come around to that. 
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Dr. Romine, you stated 99.7 percent accuracy, but that is specific 
algorithms. When you look at the breadth of algorithms that are 
used, I then assume based on your statement that there are accu-
racy rates much lower than that. Again, on the algorithm, can you 
elaborate on that? 

Mr. ROMINE. Yes, sir. The range of performance in terms of accu-
racy for the algorithms is pretty broad. Some of the participants 
have made substantial progress and have remarkably accurate al-
gorithms in terms of the 99 and above percent for false-negative 
rates. Others are as much as—I believe it is about 60fold less accu-
rate than that. But those are from a variety of sources, including 
one university algorithm for research participation. 

Mr. ROUDA. And is their data—and I am going to ask you this, 
as well as Ms. Del Greco. Is their data showing facial recognition 
accuracy versus traditional photographs and enhanced photog-
raphy? 

Mr. ROMINE. I am not quite sure I understand your question, sir. 
Mr. ROUDA. Well, whether it is an old-fashioned technology of 

just using photographs versus facial recognition—— 
Mr. ROMINE. Oh, I see. 
Mr. ROUDA [continuing]. is there any data that we have available 

that shows facial recognition is a large step in the right direction, 
even with the challenges we are having here? 

Mr. ROMINE. We do have—NIST also tests human performance 
in facial recognition through comparison photographs. Interest-
ingly, what we find, and I refer to my testimony, is that if you com-
bine two humans, you don’t really do much better than anyone in-
dividually. If you combine two algorithms, you don’t really do much 
better than either individually. If you combine a human and a fa-
cial recognition algorithm, you do substantially better than either. 

Mr. ROUDA. Okay. And, Ms. Del Greco, going to you, you can an-
swer the same question, but also I would like to pivot back as to 
why the FBI has not implemented the five other recommendations 
of the GAO. 

Ms. Del Greco. The two recommendations regarding the PIA and 
the SORN, DOJ disagrees with GAO’s legal assessment of the pub-
lication of the PIA and the SORN. We had privacy attorneys em-
bedded in our process the whole time. We published a PIA and a 
SORN, and we continue to update those accordingly, and we have 
provided updates to GAO. 

With regard to the candidate list size, since the last hearing in 
2017 the FBI conducted a test of our current accuracy in the sys-
tem at all list sizes, and we were able to validate that the percent-
age was higher than what we published in 2017. 

Mr. ROUDA. Okay. I just want to get one more quick question in. 
If a bad actor with bad intentions and the skill set to use disguises, 
doesn’t that circumvent this entire process? 

Ms. DEL GRECO. We provide a candidate back, and we use 
trained FBI examiners. As Dr. Romine alluded, the system com-
bined with the trained FBI examiner provides a better response 
back to the law enforcement entity. 

Mr. ROUDA. Okay. Thank you. 
I yield back, Mr. Chairman. 
Chairman CUMMINGS. Thank you very much. 
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Mr. Amash? 
Mr. AMASH. Thank you, Mr. Chairman. 
Ms. Del Greco, does the FBI use real-time face recognition on live 

video feeds, or have any plans to do so in the future? 
Ms. DEL GRECO. No, we do not. 
Mr. AMASH. Has the FBI ever experimented with real-time face 

recognition? 
Ms. DEL GRECO. Not to my knowledge, sir. 
Mr. AMASH. Do any of the FBI’s domestic law enforcement part-

ners utilize or plan to utilize real-time face recognition technology? 
Ms. DEL GRECO. Not for criminal justice purposes. 
Mr. AMASH. Does the Department of Justice believe the FBI has 

statutory authority to do real-time face recognition itself? 
Ms. DEL GRECO. Not to my knowledge. 
Mr. AMASH. Does the Department of Justice believe the FBI has 

statutory authority to give states grants that would support real- 
time face recognition? 

Ms. DEL GRECO. No, sir. 
Mr. AMASH. Ms. Del Greco and Mr. Gould, please name the com-

panies who lobby or communicate with your agencies about face 
recognition products they would like to provide. 

Ms. DEL GRECO. We have the testing that we have done through 
NIST, but those are the only agencies that we are familiar with, 
and we would defer to the NIST vendors that participated in the 
Facial Recognition Vendor Test in 2018. 

Mr. GOULD. Sir, the system the TSA is prototyping in conjunction 
with CBP uses an NEC camera and a matching algorithm that was 
also developed by NEC. 

Mr. AMASH. So NEC would be the only company? 
Mr. GOULD. That is the company we are working with right now. 

Yes, sir. 
Mr. AMASH. Okay. Mr. Gould, how many air passengers have 

participated in TSA’s face recognition pilots? 
Mr. GOULD. Sir, I would have to get back to you with a number 

on that, for the record. 
Mr. AMASH. And you couldn’t tell us how many participants are 

U.S. citizens? 
Mr. GOULD. No, sir. 
Mr. AMASH. Under what statutory authority does TSA use face 

recognition technology on American citizens? 
Mr. GOULD. We use the authority of the Aviation Transportation 

Security Act, which requires us to positively identify passengers 
who are boarding aircraft and proceeding through the checkpoint. 

Mr. AMASH. And can you tell me what statutory authority TSA 
uses for face recognition technology on domestic travelers gen-
erally? 

Mr. GOULD. Sir, I would say it was the same authority, the Avia-
tion Transportation Security Act. 

Mr. AMASH. And does TSA have any plans for real-time face rec-
ognition technology in airports? 

Mr. GOULD. Sir, if you mean real-time as facial capture and 
matching at the checkpoint, then yes, that is what we are pur-
suing. 
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Mr. AMASH. And has TSA considered the privacy implications of 
real-time face recognition technology? 

Mr. GOULD. Yes, sir, absolutely. We have done privacy impact as-
sessments associated with this. There is signage at the airports 
that clearly identifies that we are using facial recognition tech-
nology in a pilot manner to identify passengers, and we don’t store 
any photographs on the camera. 

Mr. AMASH. And will travelers be able to opt out? 
Mr. GOULD. Yes, sir. Travelers will always have the opportunity 

to not participate in the program. 
Mr. AMASH. And you think that is true now and into the foresee-

able future? 
Mr. GOULD. Yes, sir. 
Mr. AMASH. Do you have plans to implement face recognition 

technology at additional points in airports besides gates or security 
checkpoints? 

Mr. GOULD. We are prototyping facial recognition technology at 
bag drops. So when you drop a bag off to be placed on an aircraft, 
we can use facial technology—we are exploring the use of facial 
technology there. And then for TSA purposes, the only other loca-
tion is the checkpoint. 

Mr. AMASH. Okay. Thanks. 
I yield—— 
Mr. MEADOWS. Will the gentleman yield? 
Mr. AMASH. Yes, I yield to Mr. Meadows. 
Mr. MEADOWS. So, Mr. Gould, let me come back. If you are doing 

it at bag drops, that is not a one-on-one comparison? I mean, what 
are you comparing it to? If you are looking at checking facial rec-
ognition at bag drops, there wouldn’t be necessarily the identifica-
tion that you were talking about earlier. What pilot program are 
you working with with that? 

Mr. GOULD. The pilot program in place right now is with Delta 
Airlines and CBP and TSA at Atlanta’s Terminal F, and it is a 
matching of the passenger’s bag against their identification or their 
photograph in the CBP TVS system. 

Mr. MEADOWS. Well, that contradicts your earlier testimony, Mr. 
Gould, because what you said that you were doing is just checking 
the biometrics within the identification against a facial recognition, 
but it sounds like you are doing a lot more than that. 

Mr. GOULD. Sir, this is for international travelers. 
Mr. MEADOWS. No, I understand. I just came back—I came 

through JFK. I didn’t see any of the signs that you are talking 
about, all right? So I guess what I am saying is what statutory au-
thority gives you the ability to do that? You keep referring to 2001. 
I actually am on the Transportation Committee, and I can tell you 
we never envisioned any of this. I am looking at the very statute 
myself here. How can you look and suggest that the statute gives 
you the ability to invade the privacy of American citizens? 

Chairman CUMMINGS. The gentleman’s time has expired, but you 
may answer the question. 

Mr. GOULD. I am sorry, sir? 
Chairman CUMMINGS. You may answer the question. 
Mr. GOULD. Okay, thank you. 
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Sir, with respect to the pilot in Atlanta, it is international trav-
elers, and the purpose of that pilot is to positively match, using bio-
metrics, the passenger to that bag at the bag drop. The traveler’s 
photograph is captured, image is captured. It is transmitted to the 
CBP TVS system for matching, and it returns a match result. That 
is it, no privacy information or any other data associated with it. 

With respect to JFK, there is no pilot going on there right now. 
It is solely in Atlanta in Terminal F. 

Chairman CUMMINGS. Ms. Hill? 
Ms. HILL. Thank you, Mr. Chairman. 
I want to follow up, actually, on several of these questions. 
Mr. Gould, does the TSA say how many American citizens’ faces 

it captured during the pilot? And if so, do you know the numbers? 
Mr. GOULD. No, ma’am, I don’t know the numbers. I would have 

to submit that for the record. 
Ms. HILL. Yes, please. Also, TSA uses the facial recognition sys-

tems of Customs and Border Protection, CBP, which may not re-
strict how private corporations use passenger data. According to an 
August 2018 article from the New York Times, CBP ‘‘has said it 
cannot control how the companies use the data because they are 
not collecting photographs on CBP’s behalf.’’ An official stated that 
‘‘he believed that commercial carriers had no interest in keeping or 
retaining the biometric data they collect, and that the airlines have 
said they are not doing so. But if they did, he said, that would real-
ly be up to them. TSA itself has said that it intends to pursue inno-
vative models of public-private partnerships to drive collaboration 
and co-investment.’’ 

Mr. Gould, if TSA uses CBP systems to scan the faces of Amer-
ican citizens, how can it ensure that the private data of these pas-
sengers is not stored or sold by private airlines? 

Mr. GOULD. Ma’am, I would have to refer to CBP for any assess-
ment of the security and the privacy of that system. 

With respect to the public-private partnership, when we refer to 
that we are talking about partnering with industry, airlines and 
airports solely on the front-end capture system, so basically the 
cameras that are being utilized. 

Ms. HILL. But you talk about co-investment. 
Mr. GOULD. So, in accordance with TSA’s authorities, we are al-

lowed to enter into agreements with airports and/or airlines to pro-
cure equipment on our behalf, and that equipment would be the 
camera system only, solely for the capture. The matching and the 
data base, that is a government system, and right now we are 
using the CBP TVS system. 

Ms. HILL. So have you thought about how you would ensure that 
the private data is not stored or sold by airlines? 

Mr. GOULD. Absolutely, ma’am. First of all, when your photo is 
captured at a checkpoint in the pilots, it is encrypted and sent off 
for matching, and the data base that CBP uses, the TVS system, 
that is cyber-secure in accordance with applicable standards, and 
we do not transfer any personally identifiable information between 
us and the airlines. 

Ms. HILL. Dr. Goodwin, what regulations do you believe should 
be put in place in order to prevent the abuse of passenger data by 
airlines and other private companies? 
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Ms. GOODWIN. So, as you know, GAO, we wouldn’t provide an an-
swer to that question. The way we think about it is we have issued 
recommendations related to privacy and accuracy, and if those rec-
ommendations are implemented, that would actually go a long way 
to meeting some of the needs of the public, as well as the needs 
of this committee. 

Ms. HILL. Sorry. Can you clarify? 
Ms. GOODWIN. So we have those six recommendations related to 

privacy and accuracy. Only one has been implemented. So we be-
lieve that if the remaining five are implemented, that would actu-
ally go a long way to answering the questions and addressing some 
of the concerns around privacy for the citizens and accuracy for the 
data that are being collected. 

Ms. HILL. And, Mr. Gould, do you have issues with those rec-
ommendations? Is there something that is preventing TSA from in-
corporating those? 

Mr. GOULD. So, as I stated before, in accordance with Section 
1919 of the TSA Modernization Act, we have executed in conjunc-
tion with CBP a thorough review of the privacy impacts associated 
with biometrics collection or biometrics identification at the airport, 
as well as any error rates and security concerns associated with 
that, and that report will be coming from DHS in the near future. 

Ms. HILL. Great. 
The Washington Post further stated that around 25,000 pas-

sengers traveled through Atlanta’s airport pilot program terminal 
each week. According to the article, ‘‘only about two percent of 
travelers opt out.’’ Even assuming that the systems used by TSA 
are 99 percent accurate, which they are likely not, the high volume 
of passenger traffic would still mean that at least hundreds of pas-
sengers are inaccurately identified each week. 

Does TSA keep metrics on the number of American citizens that 
are inaccurately identified? 

Mr. GOULD. In accordance with our analysis, the pilots were cap-
turing match rates and non-match rates. With respect to the actual 
numbers of Americans that do not return a positive match rate, I 
would have to submit something for the record. 

Ms. HILL. Please do. 
And, Dr. Romine, what would be the most effective way for TSA 

to measure how accurate its facial recognition systems are when 
testing the identity of American citizens? 

Mr. ROMINE. We are not expert in testing full systems. We test 
algorithms. We evaluate those algorithms for accuracy of matching. 
The entire system is something that is a little bit outside my pur-
view. 

Ms. HILL. Okay. I personally understand the value of this tech-
nology, but I think we really need to have some clear regulations 
and guidance that are essential to prevent the abuse of data col-
lected and to protect our privacy. While I appreciate the GAO’s rec-
ommendations, I think we are going to need some more teeth to en-
sure that those are implemented. 

Thank you. I yield back. 
Chairman CUMMINGS. Mr. Hice? 
Mr. HICE. I will let Mr. Roy go first. 
Chairman CUMMINGS. Mr. Roy? 
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Mr. ROY. Thank you, Mr. Chairman. I appreciate it. 
Thank you to my colleague from Georgia for letting me go now. 
I appreciate all you all taking the time to testify today. I appre-

ciate your service to our Nation. As a former Federal prosecutor, 
I appreciate the commitment to law enforcement and what you are 
trying to do to keep the United States and its citizens safe. I do 
think that there have been some very important issues involving 
privacy raised here today on both sides of the aisle, and I appre-
ciate you all addressing those concerns. 

One of the lines of questions was my colleague from Michigan, 
Congressman Amash, asking a little bit about real-time use of this 
technology, and I wanted to explore that just a little bit further 
and maybe even ask a simple, maybe a not all that informed ques-
tion. 

Is the U.S. Government in any way, based on the knowledge of 
anybody at the table, using facial recognition technology on Amer-
ican citizens without their knowledge today? And if so, where and 
how? 

Ms. Del Greco? 
Ms. DEL GRECO. The FBI systems are not designed for real-time 

capture of the American people. 
Mr. ROY. So to your knowledge, the U.S. Government, from your 

base of knowledge, is not using facial recognition technology to cap-
ture information on American citizens, using it and processing it 
without their knowledge? 

Ms. DEL GRECO. The FBI does not. I can speak on behalf of the 
FBI. We require it for criminal purposes only, in accordance with 
a law enforcement purpose. 

Mr. ROY. Mr. Gould? 
Mr. GOULD. Sir, with respect to TSA, we are doing it solely with 

the passengers’ consent. The cameras are visible, and the pas-
senger needs to actually assume a position in front of the camera 
for accurate facial capture. 

Mr. ROY. Any other witnesses? Dr. Goodwin, are you aware of 
anything? 

Ms. GOODWIN. We are not. In the work that we have done, that 
has been beyond the scope. 

Mr. ROY. Okay. 
Sir? 
Mr. ROMINE. It is also outside of NIST’s scope. 
Mr. ROY. Do you all know of any plans to use that technology 

without consent of an American citizen? 
Mr. GOULD. Not with respect to TSA, sir. 
Mr. ROY. FBI? 
Ms. DEL GRECO. The FBI will not develop technology for CJIS 

Division outside of a criminal purpose, sir. 
Mr. ROY. Ms. Del Greco, let me ask you a quick question. You 

said in response to Mr. Amash in one of his questions about real- 
time use, you said ‘‘not for criminal justice purposes.’’ Can you ex-
pand on that caveat? 

Ms. DEL GRECO. That we only collect a photo in conjunction with 
criminal justice. Our law enforcement partners, the state and local 
and Federal entities, must be authorized to have access to our sys-
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tem, and they must have a criminal justice purpose in order to 
search our system, the NGI Interstate Photo System. 

Mr. ROY. I would like to yield to my colleague from Louisiana. 
Mr. HIGGINS. I thank my colleague for yielding a bit of his time. 
Ms. Del Greco, according to FBI records, in 2017 10,554,985 

criminal arrests were made, and you ran about a 59 percent convic-
tion rate. I think that this body and the American people must be 
reminded that every American that has been arrested is arrested 
by probable cause. The standards of probable cause are much less 
than that of conviction. Is that true? 

Ms. DEL GRECO. That is correct, sir. 
Mr. HIGGINS. Would the totality of circumstances and corrobora-

tive evidence be used in the course of a criminal investigation, and 
any technology, including facial recognition technology, would that 
be added as a tool in the toolbox to add perhaps a strength or a 
weakness to that case file? 

Ms. DEL GRECO. State and local entities have the option to sub-
mit a probe photo in accordance with a criminal investigation. 

Mr. HIGGINS. Okay. Moving quickly, one of my colleagues men-
tioned that there was a 70 percent match on a subject and that is 
the subject that was arrested, versus a 90 percent match that was 
not arrested. Does not arrested mean not investigated? 

Ms. DEL GRECO. I am not aware of that, sir. We provide can-
didates back—— 

Mr. HIGGINS. During the course of a regular criminal investiga-
tion, is reasonable suspicion grounds for investigation of any cit-
izen? 

Ms. DEL GRECO. I am not a law enforcement officer, sir. 
Mr. HIGGINS. All right. I am, and it is. 
Probable cause is the standard for arrest. Beyond a reasonable 

doubt or the shadow of a doubt is the standard for conviction. 
I very much appreciate everyone’s testimony today. 
This is an emerging technology. Mr. Chairman, Mr. Ranking 

Member, we should watch this technology closely and protect the 
rights of American citizens. We should also recognize that this can 
be a very valuable tool for law enforcement and to fight crime in 
our country, and I yield. 

Chairman CUMMINGS. Ms. Norton? 
Ms. NORTON. Thank you, Mr. Chairman. 
Look, we are not Luddites here. We recognize, I think, advance-

ments that science is making. Perhaps this particular facial rec-
ognition advancement, such as it is, is not ready for prime time, 
and that is what we are trying to ascertain here, and yet it is being 
used as if it were. 

The FBI, Dr. Goodwin, uses this facial recognition system but 
cannot tell us, we have learned today, much about its accuracy. 
And the GAO—and we rely heavily on the GAO, of course—has 
said DOJ officials stated there is value in searching all available 
external data bases regardless of the level of accuracy. That is 
where my question goes, regardless of the level of accuracy. 

The FBI has said, Ms. Del Greco, that the facial recognition tool 
is used for investigative leads only. Now, what is the value of 
searching inaccurate data bases? I can see the downside: mistaken 
identity, misidentification. Why is there any value in searching 
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whatever data base is available to you based on investigative leads 
only? 

Ms. DEL GRECO. The FBI uses our trained face examiners to look 
at candidates that come back on a search for an FBI open inves-
tigation, and it evaluates all of the candidates, and it provides the 
search back. 

Ms. NORTON. Can an investigative lead lead to conviction? 
Ms. DEL GRECO. The FBI field office and the FBI agent is the 

one that is primary to that case. They know all the details about 
the case. We would not be making that decision. It would be up to 
them to use that as a tool. 

Ms. NORTON. So it could, as far as you know, lead to a conviction, 
or maybe not. 

Ms. DEL GRECO. That is correct, ma’am. I agree. 
Ms. NORTON. So not only could it lead to a conviction, it could 

lead to inaccurate convictions. 
Ms. DEL GRECO. We hope not, ma’am. We hope not. 
Ms. NORTON. Yes, it could lead to a conviction, but perhaps it 

would be inaccurate since we are using the data base for investiga-
tive purposes as well. 

Now, here is what bothers me most. There has been a prominent 
study done which included an FBI expert, by the way, Ms. Del 
Greco. It found that leading facial recognition algorithms, like ones 
sold by Amazon and Microsoft and IBM, were more inaccurate 
when used on darker-skinned individuals, women, and people aged 
18 to 30, when compared with white men. So we do have some in-
dication when we look at what our population is. 

Dr. Romine, do you agree with the findings of this study? 
Mr. ROMINE. There are demographic effects. This is very time-de-

pendent. It depends on the time at which this was done and the 
algorithms that were evaluated. NIST is prepared to release demo-
graphic information or—— 

Ms. NORTON. My concern is that there is excessive, some would 
say over-policing in minority communities. I understand why. But 
it has resulted in African Americans being incarcerated at four 
times the rate of white Americans. African Americans are over-rep-
resented in mug shots that some facial recognition systems scan for 
potential matches. 

Ms. Del Greco, do you agree that both the presence, the over-
representation of African Americans in mug shot photos, the lower 
accuracy rates that facial recognition systems have when assessing 
darker-skinned people such as African Americans, that it is pos-
sible that false convictions could result from the FBI’s use of these 
external systems if they are not audited? 

Chairman CUMMINGS. The gentle lady’s time has expired. You 
may answer the question. 

Ms. DEL GRECO. The FBI retains photos in our repository, mug 
shot photos, but they are associated with a criminal arrest and a 
ten print fingerprint. We do provide a candidate—— 

Ms. NORTON. Are they audited? 
Ms. DEL GRECO. Yes, they are, ma’am. We have a robust audit 

process with the state, Federal, local, and tribal agencies. We send 
auditors out to those agencies and we look at security requirements 
in accordance with the FBI CJIS security. We look at the policies, 
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the procedures, and the standards to ensure that they have the re-
quired training and they are following our process. 

Chairman CUMMINGS. Mr. Hice? 
Mr. HICE. Thank you, Mr. Chairman. 
I think we all are very much aware of the effects of surveillance 

on people. Their behavior certainly changes. Non-criminal speech, 
non-criminal behavior, it alters the way people behave when there 
is surveillance. Just even as a pastor for many years, I know with 
the prying eyes of the IRS and how that has had a chilling effect 
on speech, even within non-profit organizations and churches. So 
this is an extremely serious thing when we know the possibility of 
surveillance is out there. 

Ms. Del Greco, has the FBI ever—you mentioned a while ago the 
FACE Services Unit or something to that effect. Does that par-
ticular unit or any other unit in the FBI farm for images, photo-
graphs, other I.D.-type information on American citizens through 
social media or whatever other platform? 

Ms. DEL GRECO. No, we do not, sir. 
Mr. HICE. Does the FBI, have they ever purchased from a third- 

party contract or wherever else images, photographs, I.D. informa-
tion? 

Ms. DEL GRECO. No, sir. The FBI retains only criminal mug shot 
photos. 

Mr. HICE. Okay. 
Mr. Chairman, I would like to ask to be submitted to the record 

an article by Joseph Cox of Vice News, ‘‘SocioSpyder: The Tool 
Bought by the FBI to Monitor Social Media.’’ 

Chairman CUMMINGS. Without objection, so ordered. 
Mr. HICE. I would also like to submit for the record an archived 

copy of the sociospyder.com Web domain that states that this soft-
ware is used for automated collection of social media user data. I 
would like that to be submitted. 

Chairman CUMMINGS. Without objection, so ordered. 
Mr. HICE. Thank you, Mr. Chairman. 
And finally also, I would like to submit to the record the pur-

chase of order logs of the FBI, SocioSpyder software and service 
agreement and individual user license, purchased by Allied Associ-
ates International. 

Chairman CUMMINGS. Without objection, so ordered. 
Mr. HICE. Thank you. 
Ms. Del Greco, there has been software purchased by the FBI, 

and I don’t know where you are coming from to not be aware of 
that. 

Ms. DEL GRECO. Sir, I would have to find out from the other en-
tities within the FBI. I represent the technology that is used for 
criminal justice purposes at the CJIS Division. 

Mr. HICE. So there is a whole other avenue of facial recognition 
technology taking place within the FBI that you know nothing 
about. 

Ms. DEL GRECO. Not that I am aware of, sir. 
Mr. HICE. Well, evidently, if you don’t know anything about this, 

there is. 
Ms. DEL GRECO. We can look into it, sir. 
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Mr. HICE. Okay, we most certainly can. So are you saying, then, 
that to your knowledge there is no software—although there is— 
that is being used by the FBI to collect information on U.S. citi-
zens? 

Ms. DEL GRECO. I am only aware of the use of our system for 
criminal justice purposes, sir. 

Mr. HICE. Okay, and your system would include the systems of 
the driver’s license data base of multiple states? 

Ms. DEL GRECO. Our system does not retain driver’s license 
photos. 

Mr. HICE. But you have access to it. So there are two different 
systems. You have your internal system, and then you have this 
system that you can access. 

Ms. DEL GRECO. We do not have direct access. We—— 
Mr. HICE. A 2016 study by Georgetown’s Law Center on Privacy 

and Technology found that you do have access to that, a total of 
117 million Americans, which comes to about one out of every two 
adults that you have access to that information. 

Ms. DEL GRECO. That is incorrect, sir. We disagree with that. 
The FBI, through an active FBI investigation, can submit a probe 
photo to our—— 

Mr. HICE. So how many do you have access to? 
Ms. DEL GRECO. We can submit a probe photo to the state 

DMVs, and they provide a candidate back. We do not have access 
to those photos. 

Mr. HICE. Well, the study disagrees with you. There is really a 
pre-crime data base, if you will. 

I have a little bit of time. I do want to yield to the Ranking Mem-
ber with the remaining time. Thank you. 

Mr. JORDAN. I thank the gentleman. 
Ms. Del Greco, just to go to this real-time surveillance, so has the 

FBI or any other Federal agency, to your knowledge, ever used 
real-time surveillance, sort of a continuous look at a group of peo-
ple at some location? Has that ever been done? 

Ms. DEL GRECO. No, sir, not to my knowledge. 
Mr. JORDAN. And to your knowledge, no other Federal agency 

has done that, the IRS, any other agency has not done that either? 
Do you know? 

Ms. DEL GRECO. I cannot speak on behalf of the other agencies, 
sir. 

Mr. JORDAN. And let me just, real quick if I could, Mr. Chair-
man, the numbers, Dr. Goodwin. What number of photos does the 
FBI have access to in just their data base? 

Ms. GOODWIN. In just their data base, a little over 20-plus, 36 
million. 

Mr. JORDAN. Thirty-six million. And then in the data bases that 
they can then send information to and that are screened and used 
and there is interface and interaction with at the state level, what 
is the total number of photos in all those data bases? 

Ms. GOODWIN. So access to photos across all the repositories, 
about 640 million. 

Mr. JORDAN. Six-hundred and forty million photos. There are 
only 330 million people in the country. Wow. The FBI has access 
to 640 million photos, and this is the FBI that didn’t comply with 
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the five things they were supposed to comply with when they set 
up the system, and they are still not in compliance with. 

Ms. GOODWIN. So if you think about the face services system, 
and then all of the searchable repositories, that is over 640 million 
photos, and the FBI really only searches for criminal. They are 
looking for the criminal photos. They are looking through all of this 
for their criminal investigations. But across all the repositories, we 
are talking over 600 million. 

Mr. JORDAN. Thank you, that is very helpful. I appreciate that. 
Chairman CUMMINGS. We are talking about people who have 

been arrested, right? Not necessarily convicted. Is that right, Ms. 
Del Greco? 

Ms. DEL GRECO. Arrested, by searching these data bases, sir? 
Chairman CUMMINGS. Yes, ma’am. 
Ms. DEL GRECO. We would have to go back and do a survey. We 

do every 90 days go out to our state and local agencies to see if 
there is any input they can provide to us. We do know there are 
arrests made, but it is not on the identification of the photo. It is 
a tool to be part of the case that they have. 

Ms. GOODWIN. If I could add one more thing about the 640 mil-
lion, most of those are civil photos, but those are available—— 

Mr. JORDAN. That is what scares me. 
Chairman CUMMINGS. Most of them—say that again? 
Ms. GOODWIN. Those are primarily civil photos. So we are talking 

about passports and driver’s licenses. 
Mr. JORDAN. Yes, sure. 
Chairman CUMMINGS. Just regular, everyday people. Wow. 
Ms. Kelly? 
Ms. KELLY. Thank you, Mr. Chairman, for holding this second 

hearing on facial recognition. 
With the government’s use of facial recognition increasing, it is 

important that this nascent technology is not rushed to market and 
that all communities are treated equally and fairly. 

Mr. Romine, in your testimony you mentioned the report that is 
due for publication this fall is on demographic effects and mug 
shots. Can you talk a little bit about this report and your objec-
tives? 

Mr. ROMINE. The objective is to ensure complete transparency 
with regard to the performance of the algorithms that we evaluate 
and to see if we can use rigorous statistical analysis to demonstrate 
the presence or absence of demographic effects. That statistical 
analysis has not been completed yet. We have preliminary data 
that have suggested that demographic effects such as difference in 
age across ages, difference in sex, and difference in race can affect 
or can have differences in terms of the performance of the algo-
rithms. However, the increased performance across the board for 
the best-performing algorithms is, we expect, diminishing that ef-
fect overall. In the fall we will have the final report of demographic 
effects. 

Ms. KELLY. I commend you for looking into this. When you are 
doing evaluations for companies, are you testing for demographic 
consistency? 

Mr. ROMINE. We do—we don’t test for specific companies on their 
behalf. We test or evaluate the algorithms that are submitted to us 
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through this voluntary program. So we don’t test specifically for al-
gorithms’ demographic effects. We are talking about the demo-
graphic effects across all of the algorithms that are submitted. 

Ms. KELLY. And then what are you doing to make sure that no 
categories of people are suffering from lower rates of accuracy? 

Mr. ROMINE. The best we can do in that is to ensure trans-
parency and public access to data about the level of the demo-
graphic effects. We have no regulatory authority to do anything 
about that other than to just make the data available for policy-
makers to make appropriate decisions. 

Ms. KELLY. Did you have a comment about that? Okay. 
Mr. Gould, TSA has been partnering with CBP on biometrics for 

international travelers. How much training did operators receive 
prior to beginning the pilot program at JFK and LAX? 

Mr. GOULD. The training was significant. I would say multiple 
days of training in how the system works, how to analyze the 
match results, and how to effectively use the system. 

Ms. KELLY. What were the top complaints that were received 
during this pilot program? 

Mr. GOULD. The complaints from the public, ma’am? 
Ms. KELLY. The top complaints, yes. 
Mr. GOULD. Ma’am, I am really honestly not aware of any spe-

cific category of complaints that rose to the surface. In general, the 
public seems to enjoy the enhanced passenger experience by using 
biometrics. 

Ms. KELLY. Any complaints by employees? 
Mr. GOULD. I would say employees in general, when you intro-

duce new technology, the change can be somewhat challenging to 
use, but having just been down to Atlanta and talked to many of 
the operators down there, as well as the Federal security director 
in charge of the airport, they embrace the technology and find it 
to be a significant enhancement to security at the checkpoint. 

Ms. KELLY. Okay. The report on disparities is due on July 2d, 
2019. Are you on schedule for publication, and are there any pre-
views that you can share? 

Mr. GOULD. I don’t have any previews available that I can share. 
The report has been completed in accordance with Section 1919 of 
the TSA Modernization Act. The report has been compiled and it 
is on its way through the Department to Congress. Yes, ma’am. 

Ms. KELLY. Thank you very much, and I yield back. 
Mr. GOULD. Thank you. 
Chairman CUMMINGS. Thank you very much. 
Mr. Meadows? 
Mr. MEADOWS. Thank you, Mr. Chairman. 
Ms. Del Greco, I am not going to beat up on you, but I am going 

to come back and give you two pieces of advice. One is—and it is 
the same advice I give to every witness who sits in that seat right 
next to GAO. If GAO isn’t happy, I am not happy. So here is what 
I would recommend on the five outstanding things, that you work 
with GAO to close those out, the five recommendations that they 
have. Are you willing to do that? 

Ms. DEL GRECO. Absolutely, sir. 
Mr. MEADOWS. All right. The fact that you only closed one of 

them out last week prior to this hearing is what I understand—is 
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that not accurate? I could tell you were smiling, so you didn’t agree 
with that statement. 

Ms. DEL GRECO. Not that I disagree. We have been completing 
audits. We completed 14 of the 21, and I think GAO felt that that 
was enough to satisfy the issue. 

Mr. MEADOWS. All right. Well, Dr. Goodwin, if you will report 
back to this committee, what I would like in the next 60 days is 
the progress we are making. 

Ms. Del Greco, that is as gracious as I can be when it comes to 
that. Listen, we want you to have all the tools to accurately do 
what you need to do. 

The second thing that I would mention is you mentioned about 
not having any real-time systems, and yet we had testimony just 
a couple of weeks ago from Georgetown that indicated the Chicago 
Police Department, the Detroit Police Department has real time. 
They purchased it where they are actually taking real-time images. 
Do they ping the FBI to validate what they picked up in real time 
with what you have in your data base? 

Ms. DEL GRECO. I mean, there are authorized law enforcement 
entities that have access to our system. We train them. We expect 
them to follow our policies. We audit them. 

Mr. MEADOWS. I get that. But what I am saying is that we are 
concerned about real time, and you have police departments in Chi-
cago and Detroit that are doing real-time surveillance and then 
getting you to authenticate that through your data base; is that 
correct? 

Ms. DEL GRECO. They submit a probe photo in accordance with 
a criminal—— 

Mr. MEADOWS. From real-time surveillance. 
Ms. DEL GRECO. Not to my knowledge. I am not aware of that. 
Mr. MEADOWS. Well, that is opposite of the testimony. So what 

I want you to do—and did they purchase that real-time surveil-
lance technology with Federal funds? If you will get back to the 
committee on that, can you do that? 

Ms. DEL GRECO. Yes, sir. 
Mr. MEADOWS. All right. Thank you. 
Mr. Gould, I am going to come to you, because some of your testi-

mony—actually, I have been to Dulles where we looked at CBP, ac-
tually looking at real-time facial recognition when travelers come 
in and out. So I guess you are saying that right now you are not 
doing that at Dulles anymore; is that correct? Because you men-
tioned only Atlanta and—— 

Mr. GOULD. Sir, I can’t comment on the CBP program, because 
they do it for entering and exit purposes for international travel. 
TSA is not doing it there. 

Mr. MEADOWS. Okay, so here is what I would recommend. Out 
of all the priorities that TSA has, and all the inefficiencies that ac-
tually this committee and other committees have, facial recognition 
certainly cannot be the top priority in terms of what we are looking 
at to make sure our traveling public is safer. Would you say that 
that is the top priority that you have in terms of your Achilles 
heel? 

Mr. GOULD. Sir, positive identification of travelers—— 
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Mr. MEADOWS. That is not the question I asked. Is that the top 
priority? Yes or no? 

Mr. GOULD. That is one of multiple significant priorities for TSA. 
Mr. MEADOWS. So what is your top priority? 
Mr. GOULD. I would say—— 
Mr. MEADOWS. There can only be one top, Mr. Gould. This is a 

softball question. 
Mr. GOULD. I would say at this point enhanced property screen-

ing at the checkpoint, CT machines for the checkpoint to do a bet-
ter assessment of carry-on baggage. 

Mr. MEADOWS. All right. So you mentioned the fact that you po-
tentially have actually taken photos of American citizens dropping 
off their bags; is that correct? In my questioning earlier you talked 
about the fact that you might have—part of TSA is looking at the 
screening process where it is not just a one-on-one, where you are 
actually taking photos of people at bag drops; is that correct? 

Mr. GOULD. Only if they choose to participate, and only in one 
location, and that is Terminal F in Atlanta. 

Mr. MEADOWS. All right. So you can guarantee, because I have 
flown out of Terminal—well, Concourse F, I think is what it is. But 
I have flown out of that on Delta. So you can guarantee that I was 
not photographed? Because I have never given anybody my permis-
sion on international travel, to my knowledge. So can you guar-
antee that I am not picked up in that? 

Mr. GOULD. Unless you were photographed while you were drop-
ping off the bag at Delta—— 

Mr. MEADOWS. But that is my question. 
Mr. GOULD. No, sir. 
Mr. MEADOWS. My question is I gave no one permission to take 

my picture while I am dropping off my bag. I am an American cit-
izen. 

Mr. GOULD. Yes, sir. 
Mr. MEADOWS. What rights, what legal rights do you have to 

take that photo? 
Mr. GOULD. You should not have been photographed. 
Mr. MEADOWS. Okay. And so you can’t guarantee that I wasn’t. 
So here is what I would recommend, Mr. Gould, is this. I am all 

about making sure that we have screening, but I can promise you 
I have gone through screening more than most Americans, and 
there are inefficiencies in TSA that have nothing to do with facial 
recognition. And until you get that right, I would suggest that you 
put this pilot program on hold, because I don’t know of any appro-
priations that specifically allowed you to have this pilot program. 
Are you aware of any? Because you keep referring back to a 2001 
law, and I am not aware of any appropriations that have given you 
the right to do this pilot program. 

Mr. GOULD. I am not aware of any specific appropriation 
that—— 

Mr. MEADOWS. Exactly. I would recommend that you stop it until 
you find out your statutory authority. 

I yield back. 
Chairman CUMMINGS. Thank you very much. 
Before we go to Ms. Lawrence, let me follow up on the gentle-

man’s request of Ms. Del Greco and Dr. Goodwin. One thing that 
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I have noticed after being on this committee for 23 years is that 
what happens so often is that people say they are going to get 
things done, and they never get done. 

So Mr. Meadows, in the spirit of efficiency and effectiveness, I 
think has made a very reasonable request that Ms. Del Greco and 
Dr. Goodwin get together so that we can get some of these items 
resolved. So I am going to call you all back in about two months 
maybe. I will figure it out. Because I am worried that this is going 
to go on and on, and in the meantime I am sure that we will be 
able to come up with some bipartisan solutions. But the American 
citizens are, I think, being placed in jeopardy as a result of a sys-
tem that is not ready for prime time. 

So we will call you all back. I hope that you all get together as 
soon as possible. Again, I say this because I have seen it over and 
over again, that we will be in the same position, or worse, in three 
years, five years, 10 years. By that time, so many citizens may 
have been subjected to something that they should not be. 

With that, I call on—— 
Mr. MEADOWS. Mr. Chairman, I just want to say I appreciate 

your leadership on that and appreciate your follow up. 
Chairman CUMMINGS. No problem. 
I now call on the distinguished lady from Michigan, Ms. Law-

rence. 
Mrs. LAWRENCE. Thank you, Mr. Chair. 
Dr. Romine, do you think that third-party testing is important 

for the safe deployment of facial recognition technology? And I 
want you to know that I sit on the Criminal Justice Appropriations 
Committee, and funding for NIST is something that I have a re-
sponsibility for. So I would really like the response to these ques-
tions. 

Mr. ROMINE. I think independent assessment of new tech-
nologies, particularly if they are going to be used in certain ways, 
is an essential part and one of the things we are privileged to do 
as NIST. 

Mrs. LAWRENCE. And how dependent are government agencies on 
NIST’s findings? How dependent? 

Mr. ROMINE. It is hard for me to assess that. I think we certainly 
have collaborative relationships with DHS, with FBI, with other 
Federal agencies. Part of our statutory requirement is working 
with other agencies on advancement of technologies and evaluation 
of technologies. 

Mrs. LAWRENCE. Is there a way that we can move forward that 
you can do an assessment so that we would know when we are 
talking about the findings, which is a critical factor right now? Is 
there a way that we can move forward so that we can assess what 
is the role that you play, that is played by the third party? 

Mr. ROMINE. With respect to facial recognition, we have ongoing 
evaluations on a rolling basis. So participants can submit algo-
rithms at any time, and we continue to provide open, public, trans-
parent evaluation methodologies so that everyone, Federal agencies 
and the public, the private sector, can see the results of our testing 
and make determinations on effectiveness of the algorithms. 

Mrs. LAWRENCE. Through the Chair, I would like to review those. 
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Which organizations are currently equipped to accurately test 
new facial recognition technologies? 

Mr. ROMINE. We are certainly equipped to do that at NIST. I 
don’t have information about other entities that might also be 
equipped to do that. 

Mrs. LAWRENCE. Do you believe that NIST currently has signifi-
cant funding and resources to carry out your work as the standard 
bearer of the facial recognition industry? 

Mr. ROMINE. Yes. We have sufficient resources today to be able 
to execute the program that we have in biometrics. 

Mrs. LAWRENCE. To ‘‘carry out,’’ that is the word that you are 
saying. As this is evolving and we are looking at the challenges, do 
you have enough funding for the R&D and for the checks and bal-
ances for you to be the standard bearer of the facial recognition in-
dustry? Nothing frustrates me more than for you to come before 
Congress and say I have everything I need, and then when you 
don’t do the job, ‘‘Well, we didn’t have the funding.’’ 

So I am asking this question, and I need you to be very honest 
with me. 

Mr. ROMINE. I would make two remarks. One is we have a long 
track record of delivering high-quality evaluations in biometrics for 
nearly 60 years. The second part of it is it is a bit awkward for me 
in front of Congress, or any Federal official, to speak about funding 
levels. I will just make the comment that any research organization 
can do more with more, and I will leave it at that. 

Mrs. LAWRENCE. Well, for me to do my job, I have to get past ac-
curate, and you have to have a plan and directive. 

I just want to ask if anyone on the panel wanted to comment on 
the organizations and the ability to accurately test new facial rec-
ognition technologies. Are there any comments from any of the oth-
ers of you? No. 

Thank you. 
Chairman CUMMINGS. Thank you very much. 
Ms. Miller? 
Mrs. MILLER. Thank you, Chairman Cummings and Ranking 

Member Jordan. 
And thank you all for being here today. 
America has been a leader and an innovator in the technology 

sector. American companies have pioneered many of the tech-
nologies deployed around the world. However, as this sector con-
tinues to grow, we need to ensure that our government agencies 
are accurately deploying this technology within the bounds of law. 

This past week I was in China and I saw facial recognition tech-
nology deployed on a massive scale from the moment I was getting 
ready to get on the airplane. There were cameras everywhere. 
Alibaba recently instituted a program where customers can ‘‘smile 
to pay’’ using facial recognition technology. I also saw cameras at 
street crossings that can pinpoint certain individuals who are 
breaking traffic laws. It was rather daunting to see the government 
shaming individuals so publicly, which is a stark contrast to what 
our privacy and our liberty is in America. I mean, they would flash 
your face right there. 
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Seeing this use of facial recognition technology in China poses 
many questions to the United States about the appropriate use of 
this technology. 

Ms. Goodwin, Dr. Goodwin, what steps can our government take 
to ensure facial recognition technology is being deployed in a way 
that is accurate? 

Ms. GOODWIN. Thank you for that question. I will always go back 
to the recommendations that we made when we did this work a few 
years ago that DOJ is still working through. Accuracy and trans-
parency are key and vital to when we are talking about this tech-
nology, as well as just making certain that we are protecting pri-
vacy rights. 

To go back to the recommendations, we want DOJ to pay more 
attention to the list sizes that they are testing. We want them to 
regularly assess whether the NGI-IPS, whether that information is 
accurate. We also want them to assess and have some under-
standing of whether the information that they are getting from 
their external partners is also accurate. 

Mrs. MILLER. Thank you. 
Ms. Del Greco, to your knowledge, has the FBI had any 

misidentifications of individuals when utilizing facial recognition 
technology? 

Ms. DEL GRECO. I would like to go back to the statement by Dr. 
Goodwin. We did test all—since the last hearing in 2017, the FBI 
did test all of the list sizes and saw improvements in the accuracy. 
We conducted the Facial Recognition Vendor Test with NIST and 
are implementing a new algorithm, and we work continuously with 
our state and Federal and local partners on their use of our sys-
tem. And we have also commissioned NIST to do a 2019 and on-
ward—it is called an ongoing facial recognition test where we will 
be able to test the accuracy of the system yearly. 

With regard to misidentification, I am not aware of any. Thank 
you. 

Mrs. MILLER. Okay. Then basically my next question sort of falls 
right in line. Does the FBI have any plans to assess the rate of 
misidentifications generated by the Next-Generation Identification 
Interstate Photo System? 

Ms. DEL GRECO. So the system was designed to return two or 
more candidates. We provide an investigative lead back to law en-
forcement, the law enforcement entity. We require training by law 
enforcement to follow the NGI Interstate Policy and Implementa-
tion Guide and the Facial Identification Scientific Working Group 
Standards. So anyone running a search through the NGI Interstate 
Photo System must comply with the policies and standards, and 
they are audited by our FBI triennially. 

Mrs. MILLER. Can you discuss the regulations in place that allow 
for an agent to utilize facial recognition technology and how strictly 
these regulations are enforced? 

Ms. DEL GRECO. I do know that for the FBI FACE Services Unit, 
an FBI field office must have an open assessment or an active in-
vestigation, and they must follow the Attorney General guidelines 
associated with that for us to be able to receive a probe photo from 
them and then submit the probe photo for a search. 
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Mrs. MILLER. Okay. And, Dr. Goodwin, to your knowledge, has 
the FBI been adhering to these regulations? 

Ms. GOODWIN. We are working very closely with the FBI. If I 
could go back to something Ms. Del Greco said earlier, the testing 
that they are currently doing, the new information that they are 
providing, until we see that, we won’t be closing our recommenda-
tions. We need to make certain that they are meeting the rec-
ommendations as we have put forward to them. 

Mrs. MILLER. Okay, thank you. 
I yield back my time. 
Chairman CUMMINGS. Mr. Gomez? 
Mr. GOMEZ. Thank you, Mr. Chairman. 
In the history of this country, we have always had this debate 

and this goal of trying to balance security with liberty. But in the 
era of facial recognition, I feel that we are stumbling into the fu-
ture without really understanding how much liberty we are giving 
up for how much security. And it is really with that understanding 
that we have to set up guidelines that really dictate the use of this 
technology. So that is where my approach comes from. 

I have a lot of concerns regarding the false-positive rate of the 
technology, racial bias in the technology, gender bias, and even 
during—this is Pride Month, June is Pride Month. I think about 
the transgender and non-binary communities, and we have seen re-
ports that show that black women are more likely to be 
misidentified than any other group. So when you layer on top of 
that the transgender, non-binary, black individual, what happens 
to those results? 

Mr. Romine, have you seen any data when it comes to the 
LGBTQ community, specifically the transgender community? 

Mr. ROMINE. We haven’t done an analysis of accuracy rates for 
the transgender community. I am not sure how we would obtain 
the relevant data that we would use to do that, but I am aware 
of—I have been made aware of concerns in the transgender com-
munity about the potential for problematic use here. 

Mr. GOMEZ. Okay, I appreciate that. A lot of this also revolves 
around training. I know that NIST has pointed out and indicated 
that people are likely to believe computer-generated results, and 
those who aren’t specially trained in face recognition have problems 
in identifying people they don’t know, even if they perform face 
identifications as part of their work. So I am kind of keeping that 
in mind with the questions I am about to ask. 

First, Ms. Del Greco, what is the confidence level the FBI uses 
when it comes to running the program for the matches? Is it 80 
percent? Is it 85 percent? Is it 95 percent? Is it 99 percent? 

Ms. DEL GRECO. Our quoted accuracy rate—and we don’t have 
matches. Let me clarify that first, sir. It is an investigative lead. 
It is two or more candidates. Our system is not built to respond to 
one response. Currently we have an 85 percent accuracy rate, al-
though since the last hearing we—— 

Mr. GOMEZ. That is not what I am asking. I am asking when you 
run the program, is it set to a high level that it needs to be accu-
rate, to a 95 percent confidence level that the computer recognizes 
that this individual is 95 percent likely to be this person, or is it 
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80 percent? Like Amazon sells their program at 80 percent default. 
What do you guys run your program at? 

Ms. DEL GRECO. Because we don’t conduct an identification 
match, we don’t look at that, sir. We do have an accuracy rate that 
we rely on, and we are currently implementing the new NIST Ven-
dor Recognition Test results at 99.12 percent at a Rank 1, and it 
is 99.72 at a Rank 50. Those are the new—that is the new algo-
rithm. But because it is not a true identification, we don’t print 
that. 

Mr. GOMEZ. Okay. How does the FBI combat the human tend-
ency to trust computer-generated results? 

Ms. DEL GRECO. Well, through the testing with NIST for sure, 
and then we also use other agencies and entities, universities, to 
provide testing results to us. 

Mr. GOMEZ. Do you train FBI personnel to perform facial com-
parisons of persons that are unknown to them? 

Ms. DEL GRECO. We receive probe photos from an active inves-
tigation from the FBI field office, an FBI agent, and they process 
that probe photo against our mug shot repository and receive a 
candidate back, and they are trained to evaluate. 

Mr. GOMEZ. Okay. So does the FBI train personnel on the poten-
tial inaccuracies and biases of facial recognition algorithms? 

Ms. DEL GRECO. Bias for the algorithm? 
Mr. GOMEZ. Yes. 
Ms. DEL GRECO. No, sir. 
Mr. GOMEZ. And why is that? 
Ms. DEL GRECO. Well, I think the employees—I mean, our sys-

tem doesn’t look at skin tone and features. It is a mathematical 
computation that comes back, and they are to look at the mathe-
matical 

[inaudible] of the face. 
Mr. GOMEZ. Okay. I understand that you are basically describing 

facial recognition technology, but outside studies have shown that 
there is a bias when it comes to certain populations, that the error 
rate was a lot higher. Were you aware that the ACLU conducted 
a match of different Members of Congress at an 80 percent con-
fidence interval level, and Members of Congress, including myself, 
were mismatched positively with mug shot photos? 

Ms. DEL GRECO. So the technology you are referencing to is an 
identification, and that is a match. We do not do that. 

Mr. GOMEZ. So you do broader. 
Ms. DEL GRECO. We do two to 50 candidates back. Our employ-

ees look at two candidates or more. We do not look at one-to-one 
match. It is not a match. 

Mr. GOMEZ. Okay. The FBI publishes that it trains third parties 
in a manner consistent with the guideline and recommendations 
outlined by the Facial Identification Scientific Working Group. The 
Facial Identification Scientific Working Group does not endorse a 
standard certified body of facial comparison. To compare, the ten 
print certification exists for personnel that analyze fingerprints. 
These programs require hours of training before a person can be 
certified. Since there is no formal certification process that the 
Working Group endorses, what standards does the FBI require of 
personnel that conduct facial analysis? 
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Chairman CUMMINGS. The gentleman’s time has expired. 
Ms. DEL GRECO. So we did publish, and our own employees in 

the FACE Services have to comply with as well. We require all law 
enforcement entities that have access to the Interstate Photo Sys-
tem to follow the FBI’s Policy and Implementation Guide and the 
Standards. They have to follow both. 

Chairman CUMMINGS. The gentleman’s time has expired. Thank 
you very much. 

Mr. GOMEZ. Thank you, Mr. Chairman. 
Chairman CUMMINGS. Ms. Pressley? 
Ms. PRESSLEY. Thank you, Mr. Chairman. 
It has been abundantly clear that facial recognition technology is 

flawed by design, unlawfully producing false matches due to algo-
rithmic bias, including to everyday Americans, and in fact even 
Members of Congress, which Representative Gomez was one of 
those. He was just speaking to that. And there is growing and, I 
do believe, credible concern over the unauthorized use of this tech-
nology in public spaces such as airports, schools, and courthouses. 
These systems can certainly be subject to misuse and abuse by law 
enforcement. And we know that this technology is often used with-
out consent. 

In that there are no real safeguards, there are no guardrails 
here, this is not fully developed, I just want to take a moment to 
say that I appreciate the leadership of the city of Summerville in 
my district, the Massachusetts Seventh, and Counselor Ben Cam-
pion and Mary Jo Corditone, who have passed a moratorium on 
this surveillance and on this software because of the fact that it is 
not developed and there are just no safeguards and no guardrails. 

Much of my line of questioning has already been asked, but I do 
just want to pick up on a couple of things in the space of consent 
because I wanted to just get some accuracy questions and just bet-
ter understand for the purposes of the record here. 

Mr. Gould, do you keep data on how many people opt out of use 
for the facial recognition technology? 

Mr. GOULD. Ma’am, I am not aware that we are actually col-
lecting data on people who choose not to participate. I don’t think 
we are collecting it. No, ma’am. 

Ms. PRESSLEY. Okay. And so you have no idea how many people 
have opted out of previous TSA facial recognition pilot programs? 

Mr. GOULD. No, ma’am. 
Ms. PRESSLEY. Okay. Do you know how many passengers were 

notified of TSA’s use of facial recognition technology? 
Mr. GOULD. Ma’am, the notification at the airport consists of 

signage and also verbal instructions from the officers. So if they are 
in a lane where facial recognition technology is being piloted, I 
would say that 100 percent of the people are being made aware 
that it is being used. And they actually have to assume a suitable 
pose to actually have the camera capture their image. 

Ms. PRESSLEY. So again, if this is based on signage, which in 
many ways can be arbitrary, how are folks even aware of the op-
tion to opt out, other than signage? And then how do they opt out? 

Mr. GOULD. It is signage. It is announced. ‘‘If you would like to 
have your picture taken for your identification, please stand right 
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here. Otherwise, let us see your credential, your hand-carried iden-
tification.’’ 

Ms. PRESSLEY. Okay. And is that communicated in multiple lan-
guages? 

Mr. GOULD. For the purposes of the pilot, ma’am, it has not been 
communicated in multiple languages. 

Ms. PRESSLEY. Okay. Again, just for the purposes of the record, 
I guess I over-spoke based on my own desires that the municipality 
in my district, the Massachusetts Seventh, Summerville passed an 
ordinance to ban but has not yet passed a moratorium, so I just 
wanted to correct that for the purposes of the record. 

Let me just for a moment just get back into some questions re-
garding government benchmarking for facial recognition. Dr. 
Romine or Dr. Goodwin, are you aware of how many government 
agencies use or possess facial recognition technology? 

Dr. Romine or Dr. Goodwin, or anyone. 
Mr. ROMINE. I don’t know that answer. 
Ms. GOODWIN. Nor do I. I also do want to put in front of every-

one, the GAO does have ongoing work right now looking at the use 
of FRT at CBP and at TSA. So we will be following up on the infor-
mation here. 

Ms. PRESSLEY. Okay. So is there a stabilizing, like a comparative 
sort of benchmark as to the accuracy of these programs and how 
they compare with other programs? 

Ms. GOODWIN. We are not aware of that as of yet. 
Ms. PRESSLEY. Okay. Did NIST present any red flags to agencies 

about inaccuracies in any particular system used by a government 
agency that you are aware of? 

Mr. ROMINE. NIST doesn’t interpret the scientific data in terms 
of red flags. Instead, we just ensure that everyone who is using fa-
cial recognition technology has access to the scientific data that we 
publish openly about the performance of the algorithms that have 
been voluntarily submitted to our program. 

Ms. PRESSLEY. Okay. All right. I think that is it for me, for now. 
I yield. Thank you. 

Chairman CUMMINGS. Let me just ask you this, Dr. Goodwin. 
You said there is ongoing work. What is happening there? 

Ms. GOODWIN. So we have ongoing work at the request of both 
the Senate and the House Homeland Committees to look at the use 
of face recognition technology at DHS, and in particular TSA and 
CBP. We also have ongoing work looking at the commercial uses 
of face recognition technology. 

And if I could just kind of circle back to Congresswoman 
Pressley’s comment about consent, there is the Senate bill that will 
look at consent, but it only looks at consent from the standpoint of 
commercial usage, not Federal usage. So we have those ongoing 
jobs. And then GAO does have a request in to look at face recogni-
tion technology across the rest of law enforcement. 

Chairman CUMMINGS. Well, going back to Ms. Pressley’s ques-
tions about the whole idea of language, do you all feel comfortable? 
I mean, I assume that you have looked at TSA already, right? 

Ms. GOODWIN. We are just starting that engagement, so we 
haven’t—— 
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Chairman CUMMINGS. So you haven’t looked at the pilot pro-
gram. 

Ms. GOODWIN. Not as of yet, but I imagine that will be part of 
what we examine. But that engagement, that work just started at 
GAO. 

Chairman CUMMINGS. And one of the things I am hoping that 
you will look at is that whole question. You know, people are in a 
hurry. They are trying to get to where they have to go. A lot of peo-
ple don’t even know what facial recognition is. They don’t have a 
clue. And then if you have a language problem, that is even more, 
Mr. Gould. It is something to consider. Have you all thought about 
that? 

Mr. GOULD. Yes, sir. I was remiss when I answered the question 
before. One of the reasons we are doing these pilots is to really as-
sess the efficiency of how we communicate with passengers, can we 
do it better, can the signage be better, multiple languages in cer-
tain areas, is that something we should be looking at. All that will 
be assessed with respect to these pilots before making a decision 
moving forward. 

Chairman CUMMINGS. Ms. Tlaib? 
Ms. TLAIB. Thank you, Mr. Chairman. I have to tell you—and 

through the Chairman, I hope this is okay—this stuff freaks me 
out. I am a little freaked out by facial recognition, Mr. Chairman. 
I hope that is okay, I can say that. 

Chairman CUMMINGS. Yes, that is okay. 
Ms. TLAIB. Thank you. 
My residents in Michigan’s 13th congressional District have been 

subjected to increased surveillance and over-policing for decades. 
Currently, the city of Detroit rolled out a real-time video surveil-
lance program called Project Green Light in 2016 to monitor crime 
at late-night businesses like gas stations and liquor stores. But 
now the system has expanded to over 500 locations, including 
parks, churches, schools, women’s clinics, addiction treatment cen-
ters, and now public housing buildings. Without notice or public 
comments from residents, the Detroit Police Department added fa-
cial recognition technology to Project Green Light, which means 
Detroit Police Department has the ability to locate anyone who has 
a Michigan driver’s license or an arrest record in real time using 
video cameras mounted across the city in a data base of over 50 
million photos. 

In January 2019, reports emerged that FBI had begun piloting 
the use of Amazon Rekognition, Amazon’s controversial software 
that can match faces in real-time video, similar to Project Green 
Light. Rekognition, like real-time facial surveillance programs, has 
dangerously high error rates for women of color as compared to 
white males. In the 13th congressional District, residents will dis-
proportionately bear the harms of facial recognition 
misidentification. 

So, Ms. Del Greco, what policies does the FBI have in place re-
garding the use of real-time facial recognition technology? I heard 
claims that you all are not using it, but there is a pilot program; 
correct? 

Ms. DEL GRECO. No, there is not. For the Amazon Rekognition 
software, to the best of my knowledge and verified before I came 
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today, the FBI does not have a contract with Amazon for their 
Rekognition software. We do not perform real-time surveillance. 

Ms. TLAIB. Through the Chair, if I may, if you can produce that 
documentation and that information to our committee, I would 
really greatly appreciate that. 

Ms. DEL GRECO. We will do so. 
Ms. TLAIB. Now, can you explain how the FBI—so the FBI is not 

currently using Amazon Rekognition at all. 
Ms. DEL GRECO. We are not. 
Ms. TLAIB. Good. So in March 2017, NIST released a report on 

accuracy of facial recognition systems when applied to individuals 
captured in real-time video footage. The report found significantly 
higher error rates for real-time use of Rekognition, with accuracy 
rates as low as 60 percent. 

So, Dr. Romine, do you think that the use of real-time facial rec-
ognition technology is ready for law enforcement usage? 

Mr. ROMINE. That is a judgment that NIST is not prepared to 
make. That is a policy judgment that should be predicated on the 
best available scientific data, which is our position. 

Ms. TLAIB. Well, what does your scientific data say? 
Mr. ROMINE. The scientific data verifies that facial recognition 

accuracy is highly dependent on image quality and on the presence 
of injuries. Both of those things can affect the ability to have accu-
rate—— 

Ms. TLAIB. So is there any viable solution to improving the real- 
time capabilities? 

Mr. ROMINE. I can’t predict how accurate the systems will be in 
the future as they continue to develop. Currently, systems that use 
facial images that are not in profile or that are not straight on, like 
mug shot images, or facial images that are indistinct or blurred, 
have a much lower ability to match. 

Ms. TLAIB. Dr. Goodwin, do you have any information about the 
inaccuracies—and I know that you all had several recommenda-
tions, but can you talk a little bit more about my question in re-
gards to is this fixable? 

Ms. GOODWIN. So, in regards to your question about the Amazon 
Rekognition technology, that was not something that we looked at 
for the purposes of our report, so I won’t be able to speak to that. 

Ms. TLAIB. But in regards to, right now, the use of facial recogni-
tion accuracy, you all had six recommendations about transparency 
and so forth, but I was just talking to some of my colleagues, and 
how do you fix something like this when you dump so many inno-
cent people into a data base? I mean, the numbers are 411 million. 
I think I heard from you 600 million people are now in this data 
base that is being used for criminal justice purposes, which I am 
not sure what is the definition of that. 

Ms. GOODWIN. So, I will kind of start a little bit at the beginning. 
So for the NGI-IPS, there are 36 million photos in the criminal 
part of that. There are 21 million photos for the civil part of that. 
And then as you look across all of the searchable data bases or re-
positories that FACE has access to, that is over 600 million. So 
that is what I was talking about earlier. 

The recommendations that we made, those three recommenda-
tions that we made related to accuracy, we feel like this would go 
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a long way to helping DOJ better ensure that the data that they 
are collecting, the way they are using the information, that that is 
accurate. As of yet, as you have heard, DOJ has yet to close those 
recommendations, and we will work very closely with them to get 
those closed because the issues around privacy and accuracy are 
very important, and they are vitally important when you are talk-
ing about using this technology. 

Ms. TLAIB. Thank you. 
Mr. Chairman, through you, if it is possible, this is very impor-

tant to my district and to others, if we can get some follow up and 
confirmation that indeed the current administration does not have 
any pilot program going on with Amazon Rekognition program? 

Chairman CUMMINGS. Thank you very much, Ms. Tlaib. What we 
will do—I don’t know if you heard me earlier—we are going to 
bring folks back in six weeks to two months, somewhere in that 
area, and I am hoping that before then they will have those ques-
tions resolved. But definitely we will check back then. All right? 

Ms. Ocasio-Cortez? 
Ms. OCASIO-CORTEZ. Thank you, Mr. Chair. 
In the Fourth Amendment, our founding fathers endowed with 

us ‘‘the right of people to be secure in their persons, houses, papers, 
and effects against unreasonable searches and seizures.’’ The 
Fourth Amendment guarantees us that these areas shall not be un-
reasonably intruded upon with most searches founded upon a war-
rant. And over the last few weeks we have been hearing, whether 
from the private sector or the public, we have heard about facial 
recognition technology being used in airports, protests, being pur-
chased off of social media, et cetera. 

Ms. Del Greco, you are with the FBI. Does the FBI ever obtain 
warrants before deploying the use of facial recognition technology? 

Ms. DEL GRECO. The criminal mug shots are searched by our law 
enforcement partners, and all photos are collected pursuant to an 
arrest with the criminal ten print fingerprint. 

Ms. OCASIO-CORTEZ. And in use of facial recognition, it is beyond 
just the search of the criminal data base but scanning a person’s 
face I would say is akin to searching their face in order to match 
it to a data base. Does the FBI ever obtain a warrant to search 
someone’s face using facial recognition? 

Ms. DEL GRECO. We do not do real-time searching. We do not. 
Ms. OCASIO-CORTEZ. Okay. Do you require your external part-

ners to obtain a warrant? 
Ms. DEL GRECO. I mean, they must do so with a criminal law en-

forcement interest. 
Ms. OCASIO-CORTEZ. Does the FBI use any information from any 

other agency with respect to facial recognition? 
Ms. DEL GRECO. We share our records with other Federal agen-

cies with regard to law enforcement purposes. 
Ms. OCASIO-CORTEZ. In our May 22 hearing, Chairman Cum-

mings stated that he was present at the 2015 Baltimore protests 
following the death of Freddie Gray. At those protests the Balti-
more County Police Department allegedly used facial recognition 
technology to identify and arrest certain citizens present at the pro-
test exercising their First Amendment rights. 
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Ms. Del Greco, has the FBI ever used facial recognition deployed 
at or near a protest, political rally, school, hospital, courthouse, or 
any other sensitive location? 

Ms. DEL GRECO. No, we have not. 
Ms. OCASIO-CORTEZ. And do you think that the generalized facial 

surveillance should be permissible? Do you think that that under-
mines the First Amendment? 

Ms. DEL GRECO. I do think that protecting the American people 
is extremely important to us. The FBI absolutely wants the best, 
most fair system. We want to make sure that we are following the 
guidelines, process, protocols, and standards that we put in place 
for law enforcement. 

Ms. OCASIO-CORTEZ. Okay, thank you. 
Mr. Gould, you are with the TSA. The TSA has outlined pro-

posals to collaborate with private companies, including Delta and 
Jet Blue, to develop and implement their facial recognition search 
systems. Is this correct? 

Mr. GOULD. Ma’am, we have issued a security program amend-
ment to Delta to allow them to use biometric identification at their 
bag drop. In terms of partnering with them to develop the back- 
end matching system, that is something that we are solely engaged 
with CBP on. 

Ms. OCASIO-CORTEZ. And the bag drop, those are the computers 
that folks check in and get their boarding pass from? 

Mr. GOULD. That would be the—I would use the term ‘‘kiosk’’ for 
that. 

Ms. OCASIO-CORTEZ. The kiosk. 
Mr. GOULD. Delta uses that technology at their kiosk. TSA has 

no equity there. That is solely to verify that passengers have a res-
ervation with Delta. Where we have equity is at our checkpoint, 
and also at the bag drop, where we are required to ensure that the 
passengers match to their bag. 

Ms. OCASIO-CORTEZ. Do individuals know that that is happening, 
and do they provide explicit consent? Is it opt in? 

Mr. GOULD. Passengers have the opportunity to not participate. 
Ms. OCASIO-CORTEZ. So it is opt out, but not opt in. 
Mr. GOULD. It is. Yes, ma’am. 
Ms. OCASIO-CORTEZ. So it is possible that Jet Blue and Delta are 

working with the TSA to capture photos of passengers’ faces with-
out their explicit opt-in consent. 

Mr. GOULD. Ma’am, I was down in Atlanta last week and 
watched the Delta check-in process, the bag drop process, and it 
was very clear while I was down there that passengers were af-
forded the opportunity, if you would like to use facial capture for 
identification, please stand in front of the camera and we will do 
so. There was no automatic capture of passengers or anything like 
that. 

Ms. OCASIO-CORTEZ. And this capture is not saved in any way; 
correct? 

Mr. GOULD. No, ma’am. The camera captures the image. The 
image is encrypted. It is sent to the TVS matching system, which 
is what CBP uses, solely for the purpose of match, and then that 
match result is sent back to the operator. 

Ms. OCASIO-CORTEZ. Is that captured image destroyed? 
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Mr. GOULD. It is not retained at all. No, ma’am. 
Ms. OCASIO-CORTEZ. So it is sent, but it is not retained. 
Mr. GOULD. It is not retained on the camera. No, ma’am. 
Ms. OCASIO-CORTEZ. Okay. Could these companies potentially be 

using any part of this process to either capture the algorithm or 
data? 

Mr. GOULD. No, ma’am. I don’t see that happening currently with 
the pilots that we are doing right now. 

Ms. OCASIO-CORTEZ. Okay, thank you very much. 
I yield back to the Chair. 
Chairman CUMMINGS. Thank you very much. 
Mr. Sarbanes? 
Mr. SARBANES. Thank you very much, Mr. Chairman. 
When we had our hearing on May 22 in this committee, there 

was an MIT researcher, Joy Buolamwini, who was testifying about 
datasets that NIST uses, and that they may not adequately test for 
the full range of diversity present in the U.S. population. She said, 
‘‘In evaluating benchmark datasets from organizations like NIST, 
I found some surprising imbalances. One prominent NIST dataset 
was 75 percent male and 80 percent lighter skinned, what I like 
to call a ‘pale male’ dataset.’’ 

So, Dr. Romine, can you discuss how representative datasets are 
when it comes to race, gender, and age? 

Mr. ROMINE. Sure. The data that we obtain is from multiple 
sources. The largest amount of data that we get—first I need to 
make a distinction between data that we are releasing as part of 
the ability for vendors to determine whether they are able to sub-
mit their algorithms to our system, to our evaluation process. So 
we provide them with data for that. 

The rest of our data, the vast majority of it, is sequestered. It is 
not made public. It is solely for the purposes of evaluation. Most 
of that data is FBI image data that we sequester and protect from 
release. There is some other image data related to Creative Com-
mons, to images that we have received with full institutional re-
view that involves permissions, and then also deceased datasets. 

In all cases, if you look at the full suite of data, it is true that 
it is not representative of the population as a whole. However, we 
have a large enough dataset that our evaluation capabilities can be 
statistically analyzed to determine demographic effects of race, age, 
or sex. And we are in the process of doing that now and will release 
that report in the fall. 

Mr. SARBANES. So I gather that since the last hearing you have 
been testing for differential error rates on the facial recognition 
systems between races and genders. Can you talk a little bit more 
about the error rates of the algorithms that you tested between dif-
ferent races and genders? 

Mr. ROMINE. Sure. I can say a little of preliminary information, 
but I want to stress that the full statistical analysis, the rigorous 
analysis, is not completed yet. The report will be released in the 
fall that outlines the full conclusions that we have with regard to 
effects, demographic effects, broadly speaking. 

We can say that there are still remaining differences even with 
the extraordinary advances in the algorithms over the last five 
years. There are still differences remaining that we can detect. We 
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don’t yet know whether those differences—whether it is with re-
gard to race, sex, or age—are significant. We don’t know yet until 
we have completed that analysis. 

Mr. SARBANES. So you understand the concern. There are at least 
two levels of analysis that are of concern here today. One is the 
threshold question of whether we like or don’t like this technology 
given the general threat that it can pose to civil liberties. The sec-
ond theme is whether recognizing that the technology is barreling 
ahead anyhow and is being adopted and applied increasingly across 
many different platforms, let’s say, and uses, whether it is being 
developed in a way that ensures that when it is used, it is not 
being used in a discriminatory fashion, it is not being applied un-
fairly, et cetera. And that depends on the algorithms being devel-
oped in a way that is respectful of accurate data, and we are not 
there yet, as I understand it. So it just increases the anxiety level. 

So we are going to be paying a lot of attention. I am glad the 
Chairman is going to have you all come back, because I think he 
is right that this is sort of a moving target here. We are going to 
be paying a lot of attention to how the data gets digested and how 
the algorithms that flow from that data are being applied, whether 
they are accurate and so forth. 

So we appreciate your testimony, but obviously this is not the 
end of the inquiry. 

With that, I yield back. 
Chairman CUMMINGS. Mr. Sarbanes, a while ago we were told 

that the basis for a lot of these agreements between the FBI and 
the states were—well, the authorization and regulations, whatever, 
were put together before facial technology came about, if you want 
to talk about the moving target. So it wasn’t even anticipating this, 
and we still haven’t caught up. That is part of the problem. 

Thank you very much. 
Mr. Jordan? 
Mr. JORDAN. Thank you. Thank you, Mr. Chairman. 
I want to thank our witnesses for being here today. I appreciate 

the time and the expertise that you brought to this important hear-
ing. I think you understand that from both sides of the aisle there 
is a real concern. 

Ms. Del Greco, I appreciate you being here. I know you had to 
answer a lot of questions. But I hope you understand how serious 
everyone is on this committee with this issue. 

I think you have to understand the framework. I mean, you 
talked about strict standards in place. There were strict standards 
in place, at least people from our side of the aisle view it this way, 
strict standards in place on how people go to the FISA court and 
get information and put information in front of the FISA court. The 
Attorney General of the United States has tapped U.S. Attorney 
John Durham to look at potential spying done by the FBI of one 
Presidential campaign. 

So this is the context and the framework that many on our side 
see this happening, and it is happening when GAO—not Jim Jor-
dan, not Republicans—GAO—Dr. Goodwin said that when you 
guys started this, started using this, you didn’t follow the E-Gov-
ernment law, you didn’t do privacy impact assessments like you are 
supposed to, you didn’t provide timely notice, didn’t conduct proper 
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testing, and didn’t check the accuracy of the state systems that you 
were going to interact with. 

So that is the backdrop, that is the framework. So when Repub-
licans talk about we are concerned and working with Democrats— 
and I really do appreciate the Chairman’s focus on two hearings, 
and now a third hearing, and looking at legislation that we may 
attempt to pass here. This is the framework. So I hope you will tell 
the folks back at the FBI, we appreciate the great work that FBI 
agents do every single day protecting our country and stopping bad 
things from happening and finding bad people who did bad things, 
but the framework and the context is very serious, and that is why 
we come at it with the intensity that I think you have seen both 
two weeks ago in that hearing and in today’s hearing. 

So again, Mr. Chairman, thank you for your leadership on this, 
and I would thank our witnesses again for being here. 

Chairman CUMMINGS. I too want to thank the witnesses for 
being here for almost three hours. We really do appreciate your tes-
timony. 

Of all the issues that we have been dealing with, this probably 
will receive the most intense scrutiny of them all. The Ranking 
Member referred to the fact that we are bringing you all back, but 
we also have two subcommittees that are also looking into this be-
cause we want to get it right. It is just that important, and so I 
thank you. 

Without objection, the following shall be a part of the hearing 
record: Face Recognition Performance, Role of Demographic Infor-
mation, scientific study dated December 6, 2012; Faceoff, Law En-
forcement Use of Face Recognition Technology, white paper by the 
Electronic Frontier Foundation; GAO Priority Open Recommenda-
tions, Department of Justice letter to AG Barr and GAO; Ongoing 
Face Recognition Vendor Tests, Part I Verification, NIST report, 
NIST; Ongoing Face Recognition Vendor Tests, Part II, NIST re-
port; Face and Video Evaluation, Face Recognition of Non-Coopera-
tive Subjects, NIST report; coalition letter calling for a Federal 
moratorium on face recognition, coalition letter; and the coalition 
of privacy, civil liberties, civil rights, and investor and faith groups, 
including the ACLU, Georgetown Law, LGBT Technology Partner-
ship, and the NAACP. 

Chairman CUMMINGS. I want to thank again our witnesses for 
being here today. 

Without objection, all members will have five legislative days 
within which to submit additional written questions for the wit-
nesses to the Chair, which will be forwarded to the witnesses for 
their response. I would ask that our witnesses please respond as 
promptly as possible. 

With that, this hearing is adjourned. 
[Whereupon, at 12:50 p.m., the committee was adjourned.] 

Æ 


